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Abstract. A team automaton is said to satisfy compositionality if its
behaviour can be described in terms of the behaviour of its constituting
component automata. As an initial investigation of the conditions under
which team automata satisfy compositionality, we study their computa-
tions and behaviour in relation to those of their constituting component
automata. We show that the construction of team automata according
to certain natural types of synchronization guarantees compositionality.
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1 Introduction

Component-based system design is a complex task that benefits from stepwise
development, i.e. an abstract high-level specification of a design is decomposed
into a more concrete low-level specification by step-by-step refinement, at each
step replacing components of the current specification by more detailed ones. To
ensure correct decompositions it is important that the specification model
chosen is compositional, i.e. a specification of a composite system can be obtained
from specifications of its components [16]. In case of automata-based specification
models, compositionality requires that the relevant behaviour of a composite
automaton can be obtained from the behaviour of its constituting automata.

Most automata-based specification models guarantee compositionality by
choosing a single and very strict method of composing automata, in effect result-
ing in composite automata that are uniquely defined by their constituents.
The choice prevalent in the literature is to allow the execution of an action in a
composite automaton if and only if all of its constituting automata sharing this
action simultaneously execute it. In [3] this type of synchronization of shared ac-
tions is coined \emph{maximal-action-indispensable} (maximal-ai for short). Examples
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of automata-based specification models with composition based on maximal-ai synchronizations include I/O automata [20,26], I/O systems [15,16], Cooperating (Pushdown) Automata [8,12], Timed Cooperating Automata [18], Reactive Transition Systems [5,6], and Interacting State Machines [21,22]. This maximal-ai type of synchronization also appears in disguise in non-automata-based specification models like CSP [13] and Statecharts [11].

Team automata were introduced for the specification of groupware systems and their interconnections and they were shown to provide a flexible framework for modelling collaboration between system components [1–3,9]. Inspired by I/O automata, a team automaton is composed of component automata, which are automata with a partition of their sets of actions into input, output, and internal actions. Team automata model the logical architecture of a design, while abstracting from concrete data, configurations, and actions. They describe a system solely in terms of an automaton, the role of actions, and synchronizations.

The crux of composing a team automaton is to define the way its constituting components interact through synchronizations. While it is noted in [26] that a single notion of composition is rather restrictive and may hinder a realistic modelling of certain types of interactions, composition of I/O automata nevertheless is unique. Within a team automaton, however, a component automaton is not forced to participate in every synchronization of an action it shares. Hence there is no such thing as the unique team automaton. Rather, a whole range of team automata, distinguishable only by their synchronizations, can be composed over a set of component automata. A team automaton is determined on the basis of its components by choosing synchronizations reflecting the specific protocol of collaboration to be modelled. This freedom offers the flexibility to distinguish even the smallest nuances in the meaning of a design and thus sets this approach apart from most other automata-based specification models.

In [3] we introduced a variety of fixed strategies for choosing the synchronizations of a team automaton, thus leading to uniquely defined team automata. These strategies are based on the basic types of synchronization maximal-ai, maximal-free, maximal-state-indispensable, and on the more complex types of synchronization maximal-peer-to-peer and maximal-master-slave involving the role of actions [3]. This paper provides an initial investigation of the conditions under which these strategies lead to team automata satisfying compositionality. To this aim, we study the relation between the computations and behaviour of team automata defined according to the maximal-ai and maximal-free strategies and those of their constituting components. Since a team automaton’s distinction of input, output, and internal actions is irrelevant for the results presented in this paper, it is ignored from now on. Moreover, we consider only finitary behaviour.

We begin this paper by fixing some notation, followed by some definitions and results concerning team automata. Subsequently we investigate the behavioural relation between team automata and their constituting components, only interrupted by some definitions and results concerning (synchronized) shuffles. We conclude this paper with a discussion of the obtained results.
2 Preliminaries

We have the following conventions. Set inclusion is denoted by $\subseteq$, whereas $\subset$ denotes a strict inclusion. Set difference of sets $V$ and $W$ is denoted by $V \setminus W$. For a finite set $V$, its cardinality is denoted by $\#V$. For convenience we denote the set $\{1, 2, \ldots, n\}$ by $[n]$. Then $\emptyset = \varnothing$, the empty set. The cartesian product of sets $V_i$, with $i \in [n]$, is denoted by $\prod_{i \in [n]} V_i$. For $j \in [n]$, $\text{proj}_j : \prod_{i \in [n]} V_i \rightarrow V_j$ is defined by $\text{proj}_j((a_1, a_2, \ldots, a_n)) = a_j$. The empty word is denoted by $\lambda$. The set of all finite words over an alphabet $\Sigma$ (including $\lambda$) is denoted by $\Sigma^*$.

Let $f : A \rightarrow A'$ and $g : B \rightarrow B'$ be functions. Then $f \times g : A \times B \rightarrow A' \times B'$ is defined as $(f \times g)(a, b) = (f(a), g(b))$. We use $f[\sigma]$ as shorthand for $f \circ f$ (not to be confused with iterated function application). Thus $f[\sigma](a, b) = (f(a), f(b))$.

Let $h : \Sigma \rightarrow \Gamma^*$ be a function assigning to each symbol of $\Sigma$ a finite word over the alphabet $\Gamma$. The homomorphic extension of $h$ to $\Sigma^*$, also denoted by $h$, is defined in the usual way by $h(\lambda) = \lambda$ and $h(xy) = h(x)h(y)$ for all $x, y \in \Sigma^*$.

The function $\text{pres}_\Gamma : \Sigma \rightarrow \Gamma^*$, defined by $\text{pres}_\Gamma(a) = a$ if $a \in \Gamma$ and $\text{pres}_\Gamma(a) = \lambda$ otherwise, preserves the symbols from $\Gamma$ and erases all other symbols.

3 Component Automata and Team Automata

In this section we recall some definitions and results concerning team automata from [3], while ignoring their distinction of input, output, and internal actions.

**Definition 1.** A component automaton is a quadruple $\mathcal{C} = (Q, \Sigma, \delta, I)$, with $Q$ its (possibly infinite) set of states, $\Sigma$ its set of actions, $Q \cap \Sigma = \varnothing$, $\delta \subseteq Q \times \Sigma \times Q$ its set of labelled transitions, and $I \subseteq Q$ its set of initial states.

Let $a \in \Sigma$. Then the set $\delta_a$ of $a$-transitions of $\mathcal{C}$ is defined as $\delta_a = \{(q, q') \mid (q, a, q') \in \delta\}$. An $a$-transition $(q, q') \in \delta_a$ is called a loop (on $a$).

The dynamics of a component automaton is given through its computations, while focussing on (certain) actions leads to a notion of behaviour.

**Definition 2.** Let $\mathcal{C} = (Q, \Sigma, \delta, I)$ be a component automaton.

The set $C \subseteq \mathcal{C}$ of its computations is defined as consisting of all finite sequences $\alpha = q_0a_1q_1a_2q_2 \cdots a_nq_n$, with $n \geq 0$, $q_i \in Q$ for $0 \leq i \leq n$, and $a_j \in \Sigma$ for $1 \leq j \leq n$ such that $q_0 \in I$ and $(q_i, a_{i+1}, q_{i+1}) \in \delta$ for all $0 \leq i < n$.

Let $\Theta$ be an alphabet disjoint from $Q$.

The $\Theta$-behaviour $B^\Theta$ of $\mathcal{C}$ is defined as $B^\Theta = \text{pres}_\Theta(C \mathcal{C})$.

The $\Sigma$-behaviour of $\mathcal{C}$ is also simply called its behaviour.

For the rest of this paper we consider an arbitrary but fixed set $S = \{C_i \mid i \in [n]\}$ of component automata, where $n \geq 0$ and each $C_i$ is specified as $C_i = (Q_i, \Sigma_i, \delta_i, I_i)$. A team automaton over $S$ has the cartesian product $\prod_{i \in [n]} Q_i$ of the state spaces of its components as its state space, while its actions are the actions of its components. Its transition relation, however, is based on but not
fixed by the transitions of its components. More precisely, the transition relation of a team automaton over \( \mathcal{S} \) is defined by choosing certain synchronizations of actions of its components while excluding others.

**Definition 3.** Let \( a \in \bigcup_{i \in [n]} \Sigma_i \). The set \( \Delta_a(\mathcal{S}) \) of synchronizations of \( a \) in \( \mathcal{S} \) is defined as \( \Delta_a(\mathcal{S}) = \{(q, q') \in \prod_{i \in [n]} Q_i \times \prod_{i \in [n]} Q_i : \exists j \in [n] : \text{proj}_{\![2]}^j(q, q') \in \delta_{j,a} \text{ and } \forall i \in [n] : \text{proj}_{\![2]}^i(q, q') \in \delta_{i,a} \text{ or } \text{proj}_{\![2]}^i(q) = \text{proj}_{\![2]}^i(q')\} \). □

Let \( a \in \bigcup_{i \in [n]} \Sigma_i \). Then \( \Delta_a(\mathcal{S}) \) thus consists of all possible combinations of \( a \)-transitions of components from \( \mathcal{S} \), with all non-participating components remaining idle. It is explicitly required that at least one component is active, i.e.
executes an \( a \)-transition. The transformation of a state of a team automaton \( \mathcal{T} \) over \( \mathcal{S} \) is defined by the local state changes of the components from \( \mathcal{S} \) participating in the action of \( \mathcal{T} \) being executed. When defining \( \mathcal{T} \), a specific subset \( \delta_a \) of \( \Delta_a(\mathcal{S}) \) thus must be chosen for each action \( a \). This enforces a certain kind of interaction between the components constituting the team automaton.

**Definition 4.** A team automaton over \( \mathcal{S} \) is a quadruple \( (Q, \Sigma, \delta, \mathcal{I}) \), with \( Q = \prod_{i \in [n]} Q_i \), \( \Sigma = \bigcup_{i \in [n]} \Sigma_i \), \( \delta \subseteq \prod_{i \in [n]} Q_i \times \Sigma \times \prod_{i \in [n]} Q_i \) such that \( \{q, q'\} \mid (q, a, q') \in \delta \subseteq \Delta_a(\mathcal{S}), \text{ for all } a \in \Sigma, \text{ and } \mathcal{I} = \prod_{i \in [n]} I_i \). □

Each choice of synchronizations thus defines a team automaton. Clearly every team automaton is again a component automaton, which in its turn can be used as a component in an iteratively composed hierarchical system.

Within the formalization of a team automaton, no explicit information on loops is provided. In general one thus cannot distinguish whether a component with a loop on an action \( a \) in its local state participates in a synchronization on \( a \) by the team; this component may have been idle or—after having participated in the execution of a starting from the global state—it may have returned to its original local state. In order to relate the computations of a team to those of its components we nevertheless resort to projections. The problem of loops is resolved by assuming that the presence of a component’s loop in a transition of a team implies execution of that loop. This is a maximal interpretation of the components’ participation in synchronizations.

**Definition 5.** Let \( \mathcal{T} = (Q, \Sigma, \delta, \mathcal{I}) \) be a team automaton over \( \mathcal{S} \) and let \( j \in [n] \).

The projection \( \pi_{C_j}(\alpha) \) on \( C_j \) of a computation \( \alpha \in \mathcal{C}_T \) is defined as \( \pi_{C_j}(\alpha) = \text{proj}_j^\alpha(q) \) in case \( \alpha = q \in \mathcal{I} \), while in case \( \alpha = \beta qaq' \), for some \( \beta q \in \mathcal{C}_T \), \( q, q' \in Q \), and \( a \in \Sigma \), then \( \pi_{C_j}(\alpha) = \pi_{C_j}(\beta q) \) if \( a \notin \Sigma_j \) or \( \text{proj}_{\![2]}^j(q, q') \notin \delta_{j,a} \), and \( \pi_{C_j}(\alpha) = \pi_{C_j}(\beta q) \text{proj}_{\![2]}^j(q') \) if \( \text{proj}_{\![2]}^j(q, q') \in \delta_{j,a} \).

Computation of team automata correspond to sequences of synchronizations and the projection on the \( j \)-th component yields a computation of that component. However, since the transitions of a team automaton are only required to be subsets of all possible synchronizations, not every computation of a component of a team is part of a computation of that team.
Theorem 1. $\pi_{C_j}(C_T) \subseteq C_j$ for all $j \in [n]$ and all team automata $T$ over $S$. \hfill \Box$

In [3] we defined several strategies for choosing the synchronizations of a team automaton, each leading to a uniquely defined team automaton. These strategies fix the synchronizations of a team automaton by defining, per action $a$, certain conditions on the $a$-transitions to be chosen from $\Delta_a(S)$, thus defining a unique subset of $\Delta_a(S)$ as the set of $a$-transitions of the team automaton. We refer to such subsets as predicates for $a$. Once predicates have been chosen for all actions in $\bigcup_{i \in [n]} \Sigma_i$, the team automaton over $S$ defined by these predicates is unique.

Definition 6. Let $\mathcal{R}_a(S) \subseteq \Delta_a(S)$, for all $a \in \Sigma$, and let $\mathcal{R} = \{ \mathcal{R}_a(S) \mid a \in \Sigma \}$. Then $T = (Q, \Sigma, \delta, I)$ is the $\mathcal{R}$-team automaton over $S$ if $\delta_a = \mathcal{R}_a(S)$, for all $a \in \Sigma$. \hfill \Box

The predicates is-free and is-ai are based on those actions of $T$ that are free and ai, respectively. An action $a$ is free in $T$ if none of its $a$-transitions is brought about by a synchronization of $a$ by two or more components from $S$, while $a$ is action-indispensable (ai for short) in $T$ if all its $a$-transitions are brought about by a synchronization of all components from $S$ sharing $a$.

Definition 7. Let $a \in \bigcup_{i \in [n]} \Sigma_i$. The predicate is-free in $S$ for $a$ is defined as $\mathcal{R}_a^{\text{free}}(S) = \{(q, q') \in \Delta_a(S) \mid \# \{ i \in [n] \mid a \in \Sigma_i \text{ and } \operatorname{proj}_i(q, q') \in \delta_{i,a} \} = 1\}$ and the predicate is-action-indispensable (is-ai for short) in $S$ for $a$ is defined as $\mathcal{R}_a^{\text{ai}}(S) = \{(q, q') \in \Delta_a(S) \mid \forall i \in [n] : \text{ if } a \in \Sigma_i \text{ then } \operatorname{proj}_i(q, q') \in \delta_{i,a} \}$. \hfill \Box

The predicate is-free thus contains all $a$-transitions from $\Delta_a(S)$ in which only one component participates (assuming the maximal interpretation) while the predicate is-ai contains all $a$-transitions from $\Delta_a(S)$ in which all components with $a$ as an action participate.

The $\mathcal{R}_a^{\text{free}}$-team automaton (or $\mathcal{R}_a^{\text{ai}}$-team automaton) over $S$ is also called the maximal-free (maximal-ai) team automaton over $S$ because it is the unique team automaton with the property that adding any synchronization yields a team automaton with an action that is not free (ai).

Note that whenever none of the components from $S$ share an action, i.e. for all $i \in [n]$, $\Sigma_i \cap \bigcup_{k \in [n] \setminus \{ i \}} \Sigma_k = \emptyset$, then the maximal-free team automaton over $S$ and the maximal-ai team automaton over $S$ are the same.

For the rest of this paper we fix $T = (Q, \Sigma, \delta, I)$ as a team automaton over $S$ and we fix an alphabet $\Theta$ disjoint from $Q$. We also fix an element $j \in [n]$.

4 From Team Automata to Component Automata

In this section we start out from the computations and behaviour of a team automaton which we want to relate to the computations and behaviour of its constituting component automata. We address this issue element-wise, i.e. given one particular computation (behaviour) of a team automaton we consider how to extract from it the underlying computation (behaviour) of one of its constituting component automata.
According to Theorem 1 we can apply projections on the computations of the team automaton in order to obtain computations of its components. By filtering out the state information from these computations we subsequently obtain their behaviour. We thus have the situation depicted by the diagram in Fig. 1.

\[
\begin{array}{ccc}
\alpha \in C_T & \xrightarrow{\pi_{C_j}} & \pi_{C_j}(\alpha) \in C_{C_j} \\
\text{pres}_\Theta | & \downarrow & \text{pres}_\Theta \\
\text{pres}_\Theta(\alpha) \in B^\Theta & \text{?} & \text{pres}_\Theta(\pi_{C_j}(\alpha)) \in B^\Theta_{C_j}
\end{array}
\]

**Fig. 1.** Extracting behaviour from team automata to component automata.

In addition we are interested in an operation that yields the \(\Theta\)-behaviour of \(C_j\) directly from the \(\Theta\)-behaviour \(\text{pres}_\Theta(\alpha)\) of \(T\), i.e. an operation that makes the diagram depicted in Fig. 1 commute. A natural candidate is the homomorphism \(\text{pres}_{C_j}\) preserving only those actions from \(\text{pres}_\Theta(\alpha)\) that belong to \(C_j\). However, \(\text{pres}_{C_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha))\) in general does not hold.

**Example 1.** Consider component automata \(C_1\) and \(C_2\) as depicted in Fig. 2 and team automaton \(T\) over \(\{C_1, C_2\}\) as depicted in Fig. 3. We have \(\Sigma_1 = \Sigma_2 = \{a, b\}\).

**Fig. 2.** Component automata \(C_1\) and \(C_2\).

**Fig. 3.** Team automata \(T\) and \(T'\).

Now let \(\Theta = \{a, b\}\) and let \(\alpha = (q_1, q_2)ba(q_1', q_2')a(q_1', q_2') \in C_T\). Then we have \(\text{pres}_{\Sigma_2}(\text{pres}_\Theta(\alpha)) = ba \neq a = \text{pres}_\Theta(\pi_{C_2}(\alpha))\). \(\square\)
This example shows that we cannot assume that a component participates in a synchronization just because it has the action that is being synchronized upon as one of its actions. There is thus no a priori relation between a component’s set of actions and its participation in synchronizations of those actions. However, there exists a necessary and sufficient condition which guarantees that \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha)) \). This condition is based on the notion of ai actions and guarantees the participation of all components that share the action of a synchronization, but only for transitions that are actually used in team computations. A transition \((q, q') \in \delta_\alpha\) is useful (in \(T\)) if there exists a computation \( \alpha \in C_T \) such that \( \alpha = \beta q a q' \gamma \) for some \( \beta \in (Q \Sigma)^* \) and \( \gamma \in (\Sigma Q)^* \).

**Definition 8.** The set \( uAI_j(T) \) of useful j-ai actions is defined as \( uAI_j(T) = \{ \alpha \in \Sigma_j \mid \forall q, q' \in Q : \text{if } (q, q') \in \delta_\alpha \text{ is useful, then } \text{proj}^{[2]}_{j}(q, q') \in \delta_{j, \alpha} \} \).

This leads to the following sufficient condition under which the preserving homomorphism \( \text{pres}_{\Sigma_j} \) makes the diagram of Fig. 1 commute.

**Lemma 1.** If \( \Theta \cap \Sigma_j \subseteq uAI_j(T) \), then for all \( \alpha \in C_T \), \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha)) \).

**Proof.** Let \( \Theta \cap \Sigma_j \subseteq uAI_j(T) \). We begin by considering \( \alpha = q_0 a_1 q_1 a_2 q_2 \cdots a_n q_n \in C_T \). By induction on \( n \) we prove that \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha)) \).

If \( n = 0 \), then \( \alpha = q_0 \) and thus \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(q_0)) = \text{pres}_\Theta(\pi_{C_j}(q_0)) = \lambda \).

Next assume that \( n = k + 1 \), for some \( k \geq 0 \), and that \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta)) = \text{pres}_\Theta(\pi_{C_j}(\beta)) \), where \( \beta = q_0 a_1 q_1 a_2 q_2 \cdots a_k q_k \). Hence \( \alpha = \beta a_n q_n \). This implies \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta)) a_n \) if \( a_n \in \Theta \cap \Sigma_j \) and \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta)) \) if \( a_n \notin \Theta \cap \Sigma_j \).

First let \( a_n \in \Theta \cap \Sigma_j \). Then \( \text{proj}^{[2]}_{j}(q_n, q_{n+1}) \in \delta_{j, a_n} \) since \( \Theta \cap \Sigma_j \subseteq uAI_j(T) \) and thus \( \text{pres}_\Theta(\pi_{C_j}(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\beta) a_n \text{proj}^{[2]}_{j}(q_n, q_{n+1})) = \text{pres}_\Theta(\pi_{C_j}(\beta)) a_n = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta a_n q_n)) \) by the induction hypothesis. Hence \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha)) \).

Next let \( a_n \notin \Theta \cap \Sigma_j \). Then \( a_n \notin \Theta \) or \( a_n \notin \Sigma_j \).

If \( a_n \notin \Sigma_j \), then \( \pi_{C_j}(\alpha) = \pi_{C_j}(\beta) \) and thus, by the induction hypothesis, \( \text{pres}_\Theta(\pi_{C_j}(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\beta)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) \). Since \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta a_n q_n)) \) it follows that \( \text{pres}_\Theta(\pi_{C_j}(\alpha)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) \).

If \( a_n \notin \Theta \), then \( \text{pres}_\Theta(\pi_{C_j}(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\beta)) \) and thus, by the induction hypothesis, \( \text{pres}_\Theta(\pi_{C_j}(\alpha)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\beta)) \) if \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) \).

This condition is also necessary.

**Lemma 2.** If \( (\Theta \cap \Sigma_j) \setminus uAI_j(T) \neq \emptyset \), then there exists an \( \alpha \in C_T \) such that \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) \neq \text{pres}_\Theta(\pi_{C_j}(\alpha)) \).

**Proof.** Let \( (\Theta \cap \Sigma_j) \setminus uAI_j(T) \neq \emptyset \). Then the following situation must exist.

Let \( \alpha = q_0 a_1 q_1 a_2 q_2 \cdots a_n q_n \in C_T \) be such that for all \( 1 \leq i < n \), either \( a_i \notin \Theta \), or \( a_i \notin \Sigma_j \), or \( \text{proj}^{[2]}_{j}(q_{i-1}, q_i) \in \delta_{j, a_i} \), while \( \text{proj}^{[2]}_{j}(q_{n-1}, q_n) \notin \delta_{j, a_n} \) with \( a_n \in \Theta \cap \Sigma_j \).

Thus \( \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(a_1 a_2 \cdots a_n q_n)) a_n \). As \( \text{proj}^{[2]}_{j}(q_{n-1}, q_n) \notin \delta_{j, a_n} \) we however have \( \text{pres}_\Theta(\pi_{C_j}(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(q_0 a_1 q_1 a_2 q_2 \cdots a_{n-1} q_{n-1})) \neq \text{pres}_{\Sigma_j}(\text{pres}_\Theta(a_1 a_2 \cdots a_{n-1} q_{n-1})) a_n = \text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) \).
Theorem 2. For all $\alpha \in C_T$, $\text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha))$ if and only if $\Theta \cap \Sigma_j \subseteq uAI_j(T)$.\hfill $\Box$

Summarizing we thus have the following situation. Team automaton $T$ is able to execute a computation $\alpha$ for which the diagram of Fig. 1 does not commute solely when $C_j$ contains at least one action from $\Theta$ that is not useful $j$-ai in $T$.

Until now we extracted the behaviour of the component automata of a team automaton from its computations. The above results however also provide us with a sufficient condition for obtaining the behaviour of components directly from the behaviour of the team automaton.

Theorem 3. If $\Theta \cap \Sigma_j \subseteq uAI_j(T)$, then $B_{\Theta \cap \Sigma_j}^{C_j} \subseteq B_{\Theta}^{C_j}$.

Proof. Let $\Theta \cap \Sigma_j \subseteq uAI_j(T)$ and let $v \in B_{\Theta \cap \Sigma_j}^{C_j}(T)$. Then $v \in \text{pres}_{\Theta \cap \Sigma_j}(C_T)$. Now let $\alpha \in C_T$ be such that $\text{pres}_{\Theta \cap \Sigma_j}(\alpha) = v$. By Theorem 1, $\pi_{C_j}(\alpha) \in C_j$. Since $\Theta \cap \Sigma_j \subseteq uAI_j(T)$, Lemma 1 implies that $\text{pres}_{\Sigma_j}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha))$. Hence $v = \text{pres}_{\Theta \cap \Sigma_j}(\alpha) = \text{pres}_{\Theta}(\text{pres}_\Theta(\alpha)) = \text{pres}_\Theta(\pi_{C_j}(\alpha)) \in B_{\Theta}^{C_j}$. $\Box$

Contrary to what might be expected from Theorem 2, the statement of Theorem 3 cannot be reversed.

Example 2. (Ex. 1 cont.) Consider team automaton $T'$ over $\{C_1, C_2\}$ as depicted in Fig. 3. Then $\Theta \cap \Sigma_1 = \{a, b\}$ and $uAI_1(T') = \{b\}$. However, $B_{\Theta \cap \Sigma_1}^{C_1} = \{\lambda, a\}$ is included in $B_{\Theta}^{C_1} = \{b^n, b^n a \mid n \geq 0\}$. $\Box$

Whereas a simple projection $\pi_{C_j}$ applied to a computation of $T$ suffices to obtain a computation of $C_j$, a similarly simple preserving homomorphism $\text{pres}_{\Sigma_j}$ applied to a behaviour of $T$ need not always yield a behaviour of $C_j$ unless all actions $\Sigma_j$ of $C_j$ are useful $j$-ai. The reason for this difference is as follows.

In a computation of $T$ we still have available the information as to which components from $S$ participated in each synchronization performed during this computation. When we deal with a behaviour of $T$, however, only the sequence of executed actions is available, i.e. we have lost all information as to which components from $S$ participated in which execution. This implies that whenever we can be sure of a component’s participation in each execution of an action it has as an action itself, then we can simply apply our preserving homomorphism to a team behaviour in order to obtain the behaviour of that component.

Since every action of a component from $S$ is useful $j$-ai in the maximal-$ai$ team automaton $T$ over $S$, Theorem 3 implies the following result.

Corollary 1. If $T$ is the $R^{ai}$-team automaton over $S$, then $B_{\Theta \cap \Sigma_j}^{C_j} \subseteq B_{\Theta}^{C_j}$. $\Box$

While this behavioural relation is well known for automata-based specification models with composition based on maximal-$ai$ synchronizations, Theorems 2 and 3 show a more precise condition guaranteeing it and moreover exclude the existence of a similar relation in case composition is not maximal-$ai$ based.

Thus far we studied how to obtain the computations (behaviour) of the components constituting $S$ from the computations (behaviour) of team automata over $S$. In the next section we consider the dual approach.
5 From Component Automata to Team Automata

In this section we start out from the computations and behaviour of the component automata constituting \( S \). Consequently we want to describe computations and behaviour of team automata over \( S \). We begin by addressing this issue element-wise, i.e., given a computation (behaviour) of each component in a subset of \( S \) we want to know whether there exists a team automaton over \( S \) with a computation (behaviour) that uses this combination of computations.

**Definition 9.** Let \( \alpha \in \prod_{i \in [n]} C_{c_i} \). Then \( \alpha \) is used in \( T \) if there exists a \( \beta \in C_T \) such that for all \( i \in [n] \), \( \pi_{c_i}(\beta) = \text{proj}_i(\alpha) \).

Note that any vector of initial states is used in \( T \) since \( \prod_{i \in [n]} I_i \subseteq \text{C}_T \). If \( K \subseteq [n] \) and \( \alpha_k \in \text{C}_{c_k} \), for all \( k \in K \), then we say that \( \prod_{k \in K} \alpha_k \) is used in \( T \) whenever there exists a \( \gamma \in \prod_{i \in [n]} \text{C}_{c_i} \) that is used in \( T \) and which is such that \( \text{proj}_k(\gamma) = \alpha_k \) for all \( k \in K \). Finally, as vectors over \( \prod_j \text{C}_{c_j} \) have one element we identify the vector and its element in those cases.

In general not all vectors of computations of components from \( S \) are used in \( T \). As said before, it may be the case that a computation of a component from \( S \) never participates in a team computation. Moreover, it may happen that a vector over two or more computations of components from \( S \) is not used as such in \( T \), even when each entry of this vector is used in \( T \).

**Example 3.** (Ex. 1 cont.) Let \( \alpha' = q_2a'q_2'b' \in \text{C}_{c_2} \). Then \( \alpha' \) is not used in \( T \) because there exists no \( \beta \in \text{C}_T \) such that \( \pi_{c_2}(\beta) = \alpha' \). Now consider team automaton \( T'' \) over \( \{C_1, C_2\} \) as depicted in Fig. 4.

![Fig. 4. Team automaton \( T'' \) and maximal-ai team automaton \( T^{\text{ai}} \).](image)

Now let \( \alpha_1 = q_1a'q_1' \in \text{C}_{c_1} \) and let \( \alpha_2 = q_2a'q_2' \in \text{C}_{c_2} \). Clearly both \( \alpha_1 \) and \( \alpha_2 \) are used in \( T'' \) because \( \beta_1 = (q_1, q_2)a(q_1', q_2') \in \text{C}_{T''} \) and \( \beta_2 = (q_1, q_2)a(q_1, q_2') \in \text{C}_{T''} \). However, \( \beta_1 \) and \( \beta_2 \) are the only two nontrivial computations of \( T'' \). Since \( \pi_{c_1}(\beta_2) = q_1 \) and \( \pi_{c_2}(\beta_1) = q_2 \) this means that there exists no \( \beta \in \text{C}_{T''} \) such that \( \pi_{c_1}(\beta) = \alpha_1 \) and \( \pi_{c_2}(\beta) = \alpha_2 \). Hence \( (\alpha_1, \alpha_2) \) is not used in \( T'' \).

Note that \( (\alpha_1, \alpha_2) \) is used in \( T \) because \( \beta = (q_1, q_2)a(q_1', q_2') \in \text{C}_T \) is such that \( \pi_{c_1}(\beta) = \text{proj}_1((\alpha_1, \alpha_2)) = \alpha_1 \) and \( \pi_{c_2}(\beta) = \text{proj}_2((\alpha_1, \alpha_2)) = \alpha_2 \). \( \Box \)
While in general not every vector of computations of components from $S$ is used in $T$, we wonder if the situation improves when $T$ is defined in a particular way.

In analogy with the previous section we first consider $T$ to be the maximal-$ai$ team automaton over $S$. However, not even in maximal-$ai$ team automata over $S$ need all vectors of computations of components from $S$ be used.

**Example 4.** (Ex. 1, 3 cont.) The maximal-$ai$ team automaton $T^{ai}$ over $\{C_1, C_2\}$ is depicted in Fig. 4. Consider $q_1 \in C_{C_1}$ and recall that $a_2 = q_2a_q' \in C_{C_2}$. Since $(q_1, q_2)a(q_1', q_2')$ is the only nontrivial computation of $T^{ai}$ there exists no computation $\beta' \in C_{T^a}$ such that $\pi_{C_1}(\beta') = q_1$ and $\pi_{C_2}(\beta') = a_2$. Hence $(q_1, a_2)$ is not used in $T^{ai}$. \[\Box\]

The fact that the maximal-$ai$ strategy forces components to synchronize on their shared actions provides us with enough information to formulate the conditions under which a vector of computations is used in a computation of the maximal-$ai$ team automaton over $S$. To this aim we define a vector $\alpha$ consisting of computations of the components from $S$—one for each component—to be ai-consistent if there exists a word $w$ over $\Sigma$ with the following property: whenever we preserve from $w$ only the actions of a component from $S$, then we obtain exactly the behaviour resulting from the computation in $\alpha$ that originates from that component. In an ai-consistent vector the computations forming its entries thus “agree” with respect to the behaviour of their respective components.

**Definition 10.** Let $\alpha \in \prod_{i \in [n]} C_{C_i}$. Then $\alpha$ is ai-consistent if there exists a $w \in \Sigma^*$ such that for all $i \in [n]$, $\text{pres}_{\Sigma_i}(w) = \text{pres}_{\Sigma_i}(\text{proj}_i(\alpha))$. \[\Box\]

We now have a sufficient and necessary condition for a vector of computations of components from $S$ to be used in the maximal-$ai$ team automaton over $S$.

**Theorem 4.** $\alpha \in \prod_{i \in [n]} C_{C_i}$ is used in the $R^{ai}$-team automaton over $S$ if and only if $\alpha$ is ai-consistent.

**Proof.** (If) Let $\alpha \in \prod_{i \in [n]} C_{C_i}$ be ai-consistent and let $T$ be the $R^{ai}$-team automaton over $S$. Now let $w \in \Sigma^*$ be such that for all $i \in [n]$, $\text{pres}_{\Sigma_i}(w) = \text{pres}_{\Sigma_i}(\text{proj}_i(\alpha))$. Let $w = a_1a_2 \cdots a_m$ for some $m \geq 0$ and $a_k \in \Sigma$, for all $k \in [m]$. For each $i \in [n]$, let the indices $i_1, i_2, \ldots, i_{m_i} \in [n]$ be such that $\text{pres}_{\Sigma_i}(w) = a_{i_1}a_{i_2} \cdots a_{i_{m_i}}$. Hence $m_i = 0$ if $\text{pres}_{\Sigma_i}(w) = \lambda$ and $1 \leq i_1 < i_2 < \cdots < i_{m_i} \leq m$ otherwise. Moreover, observe that $\bigcup_{i \in [n]}\{i_1, i_2, \ldots, i_{m_i}\} = [m]$. Since for all $i \in [n]$, $\text{pres}_{\Sigma_i}(w) = \text{pres}_{\Sigma_i}(\text{proj}_i(\alpha))$ and $\text{proj}_i(\alpha) \in C_{C_i}$, it follows that for all $i \in [n]$, $\text{proj}_i(\alpha) = q_1^i a_{i_1} q_1^i a_{i_2} \cdots a_{i_{m_i}} q_1^i$, with $q_1^i \in I_i$ and $q_1^i, q_2^i, \ldots, q_{m_i}^i \in Q_i$.

Now define $\beta = q_0a_1q_1q_2a_{m_{m_i}}q_{m_i}$, with $q_0 \in \prod_{i \in [n]} Q_i$ for all $0 \leq k \leq m$, in such a way that for all $i \in [n]$ and for all $0 \leq k \leq m$, $\text{proj}_i(q_k) = q_k^i$, if $i^k \leq k < i^{k+1}$ with $\ell < k_i$ (by convention, $i_0 = 0$) and $\text{proj}_i(q_k) = q_{k_i}$ if $i_{m_i} \leq k \leq m$. Consequently we prove that $\beta \in C_T$ while—in one stroke—$\pi_{C_i}(\beta) = \pi_{C_i}(\alpha)$, for all $i \in [n]$, follows from an inductive argument.

By its definition, $q_0 = \prod_{i \in [n]} q_0^i \in \prod_{i \in [n]} I_i = I$. Next consider $(q_{k-1}, a_k, q_k)$, for some $k \in [m]$. Let $i \in [n]$. We distinguish the following two cases.
If \( a_k \in \Sigma_i \), then \( k = i_\ell \) for some \( \ell \in [m_i] \) and \( i_{\ell-1} \leq k-1 < k = i_\ell \). The definitions of \( q_{k-1} \) and \( q_k \) then yield \( \text{proj}_i(q_{k-1}) = q_{i_{\ell-1}}^i \) and \( \text{proj}_i(q_k) = q_{i_\ell}^i \). Since \( \text{proj}_i(\alpha) \in C_C \), it follows that \( (q_{i_{\ell-1}}^i, q_{i_\ell}^i) \in \delta_{i_{\ell-1}, i_\ell} = \delta_{i,i_\ell} \).

If \( a_k \notin \Sigma_i \), then \( k \neq i_\ell \) for some \( \ell \in [m_i] \). If \( k < i_{m_i} \), then there exists an \( \ell \geq 1 \) such that \( i_{\ell-1} \leq k-1 < k = i_\ell \). Thus \( \text{proj}_i(q_{k-1}) = \text{proj}_i(q_k) = q_{i_{\ell-1}}^i \). Conversely, if \( k \geq i_{m_i} \), then \( i_{m_i} \leq k-1 < k \leq m \). Thus again \( \text{proj}_i(q_{k-1}) = \text{proj}_i(q_k) \).

Since \( \bigcup_{i \in [n]} \{ i_1, i_2, \ldots, i_{m_i} \} = [m] \), it follows that \( a_k \in \Sigma_i \) for at least one \( i \in [n] \) and hence \( (q_{k-1}, q_k) \in \mathcal{R}_{\alpha_0}^a(S) = \delta_{\alpha_0} \). This implies that for all \( k \in [m] \), \( q_0 a_1 q_1 a_2 \cdots a_k q_k \in C^T \) and for all \( i \in [n] \), \( \pi_{C^i}(q_0 a_1 q_1 a_2 \cdots a_k q_k) \in C_{C^i} \). Hence for all \( i \in [n] \), \( \pi_{C^i}(\beta) = \pi_{C^i}(q_0 a_1 q_1 a_2 \cdots a_m q_m) = \text{proj}_i(\alpha) \) and \( \alpha \) is thus used in the maximal-ai team automaton \( T \).

(Only if) Let \( \alpha \in \prod_{i \in [n]} C_{C^i} \) be used in the \( \mathcal{R}^a \)-team automaton \( T \) over \( S \). Then there exists a \( \beta \in C^T \) such that \( \pi_{C^i}(\beta) = \text{proj}_i(\alpha) \), for all \( i \in [n] \). Now let \( w = \text{proj}_{C^i}(\beta) \in \Sigma^* \). Since \( T \) is the \( \mathcal{R}^a \)-team automaton over \( S \), Lemma 1 implies that \( \text{proj}_{C^i}(w) = \text{proj}_{C^i}(\pi_{C^i}(\beta)) = \text{proj}_{C^i}(\pi_{C^i}(\beta)) = \text{proj}_{C^i}(\text{proj}_i(\alpha)) \), for all \( i \in [n] \). Hence \( \alpha \) is ai-consistent.

In order to relate the computations of maximal-ai team automata to the computations of their constituent components, we define when \( S \) is ai-consistent.

**Definition 11.** \( S \) is ai-consistent if for all \( i \in [n] \) and for each \( \gamma \in C_{C^i} \) there exists an ai-consistent vector \( \alpha \in \prod_{i \in [n]} C_{C^i} \) such that \( \text{proj}_i(\alpha) = \gamma \).

We have now defined ai-consistency both for vectors (of computations) and for \( S \). However, from the context it will always be clear whether we deal with an ai-consistent vector or rather with an ai-consistent \( S \).

If \( S \) is ai-consistent, then this guarantees that for all computations of its constituents there exists a vector of computations which is ai-consistent and thus each computation of a component from \( S \) is used in a computation of the maximal-ai team automaton \( T \) over \( S \). In that case the set of computations (behaviour) of a component from \( S \) thus equals the set of computations (behaviour) of the maximal-ai team automaton over \( S \) projected on that component.

**Theorem 5.** Let \( T \) be the \( \mathcal{R}^a \)-team automaton over \( S \). Then

1. \( C_{C_i} = \pi_{C^i}(C^T) \), for all \( i \in [n] \), if and only if \( S \) is ai-consistent, and
2. if \( S \) is ai-consistent, then for all \( i \in [n] \), \( B^{S^i}_{C^i} = B^{C^i}_{C^i} \).

**Proof.** (1) (Only if) Let \( C_{C_i} = \pi_{C^i}(C^T) \), for all \( i \in [n] \). Let \( \gamma \in C_{C_i} \). Since \( C_{C_j} = \pi_{C^j}(C^T) \) there exists a \( \beta \in C^T \) such that \( \pi_{C^j}(\beta) = \gamma \). Now let \( \alpha \in \prod_{i \in [n]} C_{C^i} \) be such that for all \( i \in [n] \), \( \text{proj}_i(\alpha) = \pi_{C^i}(\beta) \). Since \( C_{C_i} = \pi_{C^i}(C^T) \), for all \( i \in [n] \), this \( \alpha \) exists. Furthermore, by Theorem 4, \( \alpha \) is ai-consistent. Definition 11 then implies that \( S \) is ai-consistent.

(If) Let \( S \) be ai-consistent. Due to Theorem 1 we need to prove that for all \( i \in [n] \), \( C_{C_i} \subseteq \pi_{C^i}(C^T) \). Now let \( \gamma \in C_{C_i} \). Since \( S \) is ai-consistent there exists an ai-consistent vector \( \alpha \in \prod_{i \in [n]} C_{C^i} \) such that \( \text{proj}_i(\alpha) = \gamma \). Then by Theorem 4 there exists a \( \beta \in C^T \) such that \( \pi_{C^j}(\beta) = \text{proj}_i(\alpha) = \gamma \). Hence \( \gamma \in \pi_{C^j}(C^T) \).
(2) Since $\mathcal{T}$ is the $R^a$-team automaton over $S$, Corollary 1 implies that $B_{\mathcal{T}}^{\Sigma_i} \subseteq B_{C_i}^{\Sigma_i}$. Moreover, by (1) and Lemma 1, $B_{C_i}^{\Sigma_i} \subseteq B_{\mathcal{T}}^{\Sigma_i}$.

We move on to the case that $\mathcal{T}$ is the maximal-free team automaton over $S$.

Now $\mathcal{T}$ consists of completely independent, non-synchronizing components. Consequently, our first intuition might be to jump to the conclusion that in that case every single computation of a component from $S$ is used in $\mathcal{T}$. In case the components from $S$ contain loops, however, a computation of a component from $S$ need not be used in $\mathcal{T}$. This is due to our maximal interpretation of the components’ participation in synchronizations.

**Example 5.** Consider component automata $C_3$ and $C_4$, and the maximal-free team automaton $\mathcal{T}^{\text{free}}$ over $\{C_3, C_4\}$, as depicted in Fig. 5.
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Fig. 5. Component automata $C_1$ and $C_2$, and maximal-free team automaton $\mathcal{T}^{\text{free}}$.

It is easy to see that $\alpha'' = qbr \in C_{C_4}$ and that no computation $\beta \in C_{\mathcal{T}^{\text{free}}}$ is such that $\pi_{C_4}(\beta) = \alpha''$. Hence $\alpha''$ is not used in $\mathcal{T}^{\text{free}}$.

By postulating that loops can never synchronize with transitions of other components, this problem can be avoided.

**Definition 12.** $S$ is $\Theta$-loop limited if for all $i \in [n]$ and for all $a \in \Theta \cap \Sigma_i$, whenever $(q, q) \in \delta_{i,a}$ for some $q \in Q_i$, then for all $k \in [n] \setminus \{i\}$, $\delta_{k,a} = \emptyset$.

If $S$ is $\Sigma$-loop limited, then we may also simply say that it is loop limited.

In the maximal-free team automaton $\mathcal{T}$ over a loop-limited $S$, each action of $C_j$ can be executed independently of the current local states that the other components from $S$ are in, since none of these other components participates in such an execution. It thus comes as no surprise that in that case each computation of a component from $S$ is used in a computation of $\mathcal{T}$.

**Lemma 3.** If $S$ is loop limited, then every $\alpha \in C_{C_j}$ is used in the $R^{\text{free}}$-team automaton over $S$.

**Proof.** Let $S$ be loop limited and let $\mathcal{T}$ be the $R^{\text{free}}$-team automaton over $S$. Observe that together with Definitions 3 and 7 this implies that if $(p, p') \in \delta_{j,a}$, then for all $q \in Q$ such that $\text{proj}_j(q) = p$, $(q, q') \in \delta_a = R_{\mathcal{T}}^{\text{free}}(S)$ with $\text{proj}_j(q') = p'$, and for all $i \in [n] \setminus \{j\}$, $\text{proj}_i(q') = \text{proj}_i(q)$. Now let $\alpha = p_0 a_1 p_1 a_2 \cdots a_m p_m \in C_{C_j}$, i.e. $(p_{k-1}, p_k) \in \delta_{j,a_k}$, for all $1 \leq k \leq m$. Since $Q = \prod_{i \in [n]} Q_i$ and $I = \prod_{i \in [n]} I_i$, the observation above implies that there exists a computation $\beta = q_0 a_1 q_1 a_2 \cdots a_m q_m \in C_{\mathcal{T}}$ such that $\text{proj}_j^{[2]}(q_{k-1}, q_k) = (p_{k-1}, p_k) \in \delta_{j,a_k}$, for all $1 \leq k \leq m$. Hence $\pi_{C_j}(\beta) = \alpha$ and $\alpha$ is thus used in $\mathcal{T}$.
From Theorem 1 we know that given a computation of a team automaton over \( S \), the projection on a component from \( S \) is included in the set of computations of that component. Together with Lemma 3 this implies that whenever \( S \) is loop limited, then the set of computations of a component from \( S \) equals the set of computations of the maximal-free team automaton \( T \) over \( S \) projected on that component. Moreover, the behaviour of that component is included in the behaviour of \( T \). Like the proof of Lemma 3, also the proof of this statement is based on the observation that in a maximal-free team automaton, each executed action has only one participating component. This implies that the team automaton can always execute any computation of any of its components while keeping all remaining components in an initial state.

**Theorem 6.** Let \( T \) be the \( R^\text{free} \)-team automaton over \( S \). Then

if \( S \) is loop limited, then for all \( i \in [n] \), \( C_{c_i} = \pi_c(C_T) \) and \( B_{c_i}^{\Sigma} \subseteq B_T^{\Sigma} \).

**Proof.** Let \( S \) be loop limited and let \( i \in [n] \). Then Lemma 3 implies that \( C_{c_i} \subseteq \pi_c(C_T) \) and thus, by Theorem 1, \( C_{c_i} = \pi_c(C_T) \). Now let \( \alpha \in B_{c_i}^{\Sigma} \) and let \( \beta \in C_{c_i} \) be such that \( \text{pres}_{c_i}(\beta) = \alpha \). Since \( C_{c_i} = \pi_c(C_T) \), there must exist a \( \gamma \in C_T \) such that \( \beta = \pi_c(\gamma) \). Moreover, since \( T \) is the \( R^\text{free} \)-team automaton over \( S \), it follows that we may assume that \( \pi_{c_k}(\gamma) \) \( \in I_k \), for all \( k \in [n] \setminus \{i\} \). Hence \( \text{pres}_{c_i}(\gamma) = \text{pres}_{c_i}(\pi_{c_i}(\gamma)) = \text{pres}_{c_i}(\beta) = \alpha \) and thus \( \alpha \in B_T^{\Sigma} \). \( \square \)

The behaviour of the maximal-free team automaton \( T \) over \( S \) trivially is made up of the behaviour of not just one component from \( S \), but of the behaviour of all of the components from \( S \). Therefore, even if \( S \) is loop limited, \( B_{c_i}^{\Sigma} \) may be strictly included in \( B_T^{\Sigma} \). Furthermore, the fact that \( C_{c_i} = \pi_c(C_T) \), for all \( i \in [n] \), need not imply that \( S \) is loop limited.

**Example 6.** (Ex. 1 cont.) Consider the maximal-free team automaton \( T_1,2 \) over \( \{C_1, C_2\} \) as depicted in Fig. 6. We directly see that \( B_{c_1}^{\Sigma} = \{\lambda, ab^n \mid n \geq 0\} \nsubseteq \{b^n, b^n a, b^n a a, b^n a a b^n \mid n \geq 0\} = B_T^{\Sigma} \).

![Fig. 6. Team automata \( T_1,2 \) and \( T_{\alpha} \).](image)

Recall that \( \alpha' = q_2 a q'_1 b q'_2 \in C_{c_2} \). Since \( \beta = (q_1, q_2) a(q_1, q'_2) a(q'_1, q'_2) b(q'_1, q'_2) \in C_{T_1,2} \), \( \alpha' \) is used in \( T_1,2 \). It is moreover not difficult to see that for all \( k \in [2] \),
Both for maximal-ai and for maximal-free team automata over $S$ we have formulated (in Theorems 5 and 6, respectively) a condition which guarantees that all component computations participate in at least one team computation. In fact, for maximal-ai team automata over $S$ the ai-consistency of $S$ was shown to be also a necessary condition. Given these conditions the relation between the behaviour of the components from $S$ and that of the maximal-ai (maximal-free) team automaton over $S$ could be precisely described. In the remainder of this paper we moreover define the behaviour of maximal-ai (maximal-free) team automata in terms of the behaviour of their constituent components. This requires establishing which combinations of words—if any—from the behaviour of components from $S$ can be combined—and in particular how—such that a word from the behaviour of the maximal-ai (maximal-free) team automaton over $S$ results. This leads us to the shuffle (a.k.a. merge or weave) operation from the theory of formal languages.

### 6 Shuffles and Synchronized Shuffles

In this section we give definitions and results concerning shuffles and synchronized shuffles. A shuffle of two words is an arbitrary interleaving of the symbol occurrences in the original words, like the shuffling of two decks of cards. This is a well-known language-theoretic operation with a long history in theoretical computer science, in particular within formal language theory [10, 14]. However, the underlying idea also appears in many other disguises throughout the computer science literature, e.g., in concurrency theory in the form of parallel operators modelling communication between processes [4, 23].

**Definition 13.** Let $\Delta$ be an alphabet and let $u, v \in \Delta^*$. Then a word $w \in \Delta^*$ is a shuffle of $u$ and $v$, denoted by $w \in u \parallel v$, if $w = u_1 v_1 u_2 v_2 \cdots u_n v_n$, with $n \geq 1$, $u_i, v_i \in \Delta^*$ for all $i \in [n]$, $u = u_1 u_2 \cdots u_n$, and $v = v_1 v_2 \cdots v_n$.

The shuffle of languages $K, L \subseteq \Delta^*$, denoted by $K \parallel L$, is defined as $K \parallel L = \bigcup_{u \in K, v \in L} (u \parallel v)$. □

**Example 7.** Let $\Delta = \{a, b, c, d\}$. Let $u = abc \in \Delta^*$ and let $v = cd \in \Delta^*$. Then $u \parallel v = \{abcd, acbd, abcd, abdc, acbd, adbc, cabd, cabc\}$. □

The shuffle operation is both commutative and associative: for all $u, v, w \in \Delta^*$; $u \parallel v = v \parallel u$ and $(u \parallel v) \parallel w = u \parallel (v \parallel w)$, and likewise for languages. The shuffle of languages $L_i$, with $i \in [n]$, can thus be defined as $\|_{i \in [n]} L_i = L_1 \parallel L_2 \parallel \cdots \parallel L_n$.

We now generalize the basic shuffle by defining a synchronized shuffle. Rather than just interleaving the occurrences of the symbols in the words being shuffled, whenever a symbol is subject to synchronization the synchronized shuffle combines its occurrences in different words into one occurrence. Each thus synchronized occurrence of a symbol in the resulting words then corresponds to
a synchronization. This means that the words in a synchronized shuffle have a common “backbone” consisting of occurrences of synchronized symbols. The idea underlying the various synchronized shuffles we define here appears in numerous disguises throughout the computer science literature, e.g., in concurrency theory as the concurrent composition or weave of synchronizing processes [17,25] and in formal language theory as the ‘produit de mixage’ of languages [7,19].

For the rest of this paper we use $\Gamma$ to denote an arbitrary but fixed alphabet.

**Definition 14.** Let $\Delta$ be an alphabet and let $u,v \in \Delta^*$. Then a word $w \in \Delta^*$ is a synchronized shuffle (S-shuffle for short) on $\Gamma$ of $u$ and $v$, denoted by $w \in u \upharpoonright \Gamma \downharpoonright v$, if $w \in (u_i \upharpoonright v_i)x_1(u_2 \upharpoonright v_2)x_2^{\cdots}x_{n-1}(u_n \upharpoonright v_n)$, with $n \geq 1$, $u_i,v_i \in (\Delta \setminus \Gamma)^*$ for all $i \in [n]$, $x_i \in \Gamma$ for all $i \in [n-1]$, $u = u_1x_1u_2x_2^{\cdots}x_{n-1}u_n$, and $v = v_1x_1v_2x_2^{\cdots}x_{n-1}v_n$.

The S-shuffle on $\Gamma$ of languages $K,L \subseteq \Delta^*$, denoted by $K \upharpoonright \Gamma \downharpoonright L$, is defined as $K \upharpoonright \Gamma \downharpoonright L = \bigcup_{u \in K,v \in L} (u \upharpoonright \Gamma \downharpoonright v)$. \hfill $\square$

Note that the S-shuffle is indeed a generalization of the shuffle: for all $u,v \in \Delta^*$, $u \upharpoonright \emptyset \downharpoonright v = u \upharpoonright v$, and likewise for languages.

**Example 8.** (Ex. 7 cont.) Now $u \upharpoonright \{c\} v = \{abcd\}$, whereas $u \upharpoonright \{b,c\} v = \emptyset$. \hfill $\square$

We proceed by defining two special cases of the S-shuffle, each obtained by varying the set of symbols required to be synchronized. Given two words over two alphabets, the full S-shuffle requires all symbols in the intersection of these two alphabets to be synchronized, while the relaxed S-shuffle requires only a specified subset of the symbols in this intersection to be synchronized. Both operations are thus defined with respect to the alphabets of the words involved.

**Definition 15.** Let $\Delta_1$ and $\Delta_2$ be alphabets, let $u \in \Delta_1^*$, let $v \in \Delta_2^*$, and let $w \in (\Delta_1 \cup \Delta_2)^*$. Then

(1) $w$ is a full S-shuffle (fS-shuffle for short) of $u$ and $v$ w.r.t. $\Delta_1$ and $\Delta_2$, denoted by $w \in u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v$, if $w$ is an S-shuffle on $\Delta_1 \cap \Delta_2$ of $u$ and $v$,

(2) $w$ is a relaxed S-shuffle (rS-shuffle for short) on $\Gamma$ of $u$ and $v$ w.r.t. $\Delta_1$ and $\Delta_2$, denoted by $w \in u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v$, if $w$ is an S-shuffle on $\Gamma \cap \Delta_1 \cap \Delta_2$ of $u$ and $v$.

\hfill $\square$

Let $L_1 \subseteq \Delta_1^*$ and $L_2 \subseteq \Delta_2^*$. Then the fS-shuffle of $L_1$ and $L_2$ w.r.t. $\Delta_1$ and $\Delta_2$, denoted by $L_1 \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} L_2$, is defined as $L_1 \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} L_2 = \bigcup_{u \in L_1,v \in L_2} (u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v)$ and the rS-shuffle on $\Gamma$ of $L_1$ and $L_2$ w.r.t. $\Delta_1$ and $\Delta_2$, denoted by $L_1 \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} L_2$, is defined as $L_1 \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} L_2 = \bigcup_{u \in L_1,v \in L_2} (u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v)$. Note that for all $u \in \Delta_1^*$, $v \in \Delta_2^*$, and $\Gamma \supseteq \Delta_1 \cap \Delta_2$, $u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v = u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v$ and likewise for languages.

**Example 9.** (Ex. 8 cont.) Now $u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} \{c\} v = \{abcd\}$, whereas $u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} \{b,c\} v = u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v = \emptyset$. Consequently, let $\Delta_1 = \{a,b,c\}$, $\Delta_2 = \{c,d\}$, $u = \{abc\} \in \Delta_1^*$, and $v = cd \in \Delta_2^*$. Then $u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} \{c\} v = u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} \{b,c\} v = u \upharpoonright_{\Delta_1} \downharpoonright_{\Delta_2} v = \{abcd\}$.
Since the S-shuffle is defined in terms of the shuffle, its commutativity follows immediately: for all \( u, v \in \Delta^* \), \( u \parallel^F v = v \parallel^F u \), and likewise for languages.

The fact that both the fS-shuffle and the rS-shuffle are defined in terms of the S-shuffle subsequently implies that also these operations are commutative in the following sense: for all \( u \in \Delta^*_1 \) and \( v \in \Delta^*_2 \), \( u \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} v = v \downarrow_{\Delta^*_2} \parallel_{\Delta^*_2} u \), and likewise for languages.

The S-shuffle is moreover associative: for all \( u, v, w \in \Delta^* \), \( \{u\} \parallel^F (v \parallel^F w) = (u \parallel^F v) \parallel^F \{w\} \), and likewise for languages. The S-shuffle on \( F \) of languages \( L_i \), with \( i \in [n] \), can thus be defined as \( \parallel_{\{F\} \in [n]} L_i = L_1 \parallel^F L_2 \parallel^F \cdots \parallel^F L_n \).

Due to the importance of the alphabets w.r.t. which words are fS-shuffled or rS-shuffled, a notion of associativity for the rS-shuffle and fS-shuffle is intuitively not immediate. We do not provide proofs here, but for all \( u \in \Delta^*_1 \), \( v \in \Delta^*_2 \), and \( w \in \Delta^*_3 \), the fS-shuffle satisfies the property \( \{u\} \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} \parallel_{\Delta^*_2} \parallel_{\Delta^*_3} \{w\} = (u \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} v) \downarrow_{\Delta^*_2} \parallel_{\Delta^*_3} \{w\} \), while the rS-shuffle satisfies the property that \( \{u\} \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} \parallel_{\Delta^*_2} \parallel_{\Delta^*_3} \{w\} = (u \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} v) \parallel_{\Delta^*_2} \downarrow_{\Delta^*_3} \{w\} \), and likewise for languages. The fS-shuffle of languages \( L_i \in \Delta^*_i \), with \( i \in [n] \), can thus be defined as \( \parallel_{\{F\} \in [n]} L_i = \cdots ((L_1 \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} L_2) \downarrow_{\Delta^*_1} \parallel_{\Delta^*_2} L_3) \cdots \) \( \downarrow_{\Delta^*_i} \parallel_{\Delta^*_i+1} \cdots \downarrow_{\Delta^*_n} L_n \), while the rS-shuffle on \( F \) of languages \( L_i \in \Delta^*_i \), with \( i \in [n] \), can thus be defined as \( \parallel_{\{F\} \in [n]} L_i = \cdots ((L_1 \downarrow_{\Delta^*_1} \parallel_{\Delta^*_1} L_2) \downarrow_{\Delta^*_1} \parallel_{\Delta^*_2} L_3) \cdots \) \( \downarrow_{\Delta^*_i} \parallel_{\Delta^*_i+1} \cdots \downarrow_{\Delta^*_n} L_n \).

The following alternative definition of the fS-shuffle is used in the sequel.

**Theorem 7.** If \( w_i \in \Delta^*_i \), for all \( i \in [n] \), then \( \parallel_{\{\Delta^*_i, i \in [n]\}} w_i = \{w \in \bigcup_{i \in [n]} \Delta_i^* \mid \text{pres}_{\Delta_i}(w) = w_i, \text{ for all } i \in [n]\} \), \( \square \)

**7 Team Automata Satisfying Compositionality**

In this section we identify precisely some types of team automata that satisfy compositionality, i.e. whose behavior can be obtained from that of their constituent components.

Since all synchronizations in a maximal-ai team automaton require the participation of all its components sharing the action being synchronized, it is not surprising that the behavior of a maximal-ai team automaton equals the fS-shuffle of the behavior of its constituent components. In fact, corresponding versions of this result have been formulated for other automata-based specification models with composition based on maximal-ai synchronizations [15, 26].

**Theorem 8.** Let \( \mathcal{T} \) be the \( \mathcal{R}^{ai} \)-team automaton over \( S \). Then \( \mathbf{B}_\mathcal{T}^S = \parallel_{\{x_i, i \in [n]\}} \mathbf{B}_{C_i}^{x_i} \).

**Proof.** (\( \subseteq \)) This follows immediately from Corollary 1 and Theorem 7.

(\( \supseteq \)) Let \( w \in \parallel_{\{x_i, i \in [n]\}} \mathbf{B}_{C_i}^{x_i} \). Then, by Theorem 7, \( \text{pres}_{x_i}(w) \in \mathbf{B}_{C_i}^{x_i} \), for all \( i \in [n] \). Hence there exist \( \alpha_i \in C_i \) such that \( \text{pres}_{x_i}(\alpha_i) = \text{pres}_{x_i}(w) \), for all \( i \in [n] \), and thus \( \bigcup_{i \in [n]} \alpha_i \) is \( a \)-consistent. As \( w \in \bigcup_{i \in [n]} \Sigma_i^* \) is such that \( \text{pres}_{\Sigma_i}(w) = \text{pres}_{\Sigma_i}(\alpha_i) \), for all \( i \in [n] \), the proof of the (If)-direction of Theorem 4 implies there exists a \( \beta \in C_T \) such that \( \text{pres}_{\bigcup_{i \in [n]} x_i}(\beta) = \text{pres}_{\Sigma}(\beta) = w \). Hence \( w \in \mathbf{B}_T^S \). \( \square \)
Example 10. (Ex. 1, 4 cont.) \( B_{\mathcal{F}^*} = \{ \lambda, a \} = \{ b^n, b^n a \mid n \geq 0 \} \times \lambda \left\|_{E \in \varepsilon_\mathcal{S}} \{ \lambda, a b^n \mid n \geq 0 \} \right\|_{\mathcal{F}^*} \). Note that while \( ba \notin \left\|_{E \in \varepsilon_\mathcal{S}} \{ \lambda, a b^n \mid n \geq 0 \} \right\|_{\mathcal{F}^*} \), clearly \( ba \in B_{\mathcal{F}^*} \). \( \square \)

Each synchronization in a maximal-free team automaton is such that only one of its components participates—under the assumption that a loop on the action being synchronized is always executed. Hence, if we require \( \mathcal{S} \) to be loop limited, then the behaviour of the maximal-free team automaton over \( \mathcal{S} \) equals the shuffle of the behaviour of the components from \( \mathcal{S} \). Actually we prove a more general result, viz., that the behaviour of a team automaton that is composed according to a mixture of the maximal-free and maximal-ai strategies equals the rS-shuffle of the behaviour of its constituting components.

Theorem 9. Let \( \mathcal{F} = \mathcal{S} \setminus \Gamma \) and let \( \mathcal{T} \) be the \( \{ \mathcal{R}_{a} \mid a \in \Sigma \cap \Gamma \} \cup \{ \mathcal{R}_{a}^\text{free} \mid a \in \mathcal{F} \} \)-team automaton over \( \mathcal{S} \). Then

if \( \mathcal{S} \) is \( \mathcal{F} \)-loop limited, then \( B_{\mathcal{F}} = \left\|_{\{ \Sigma \mid \mathcal{E} \in \varepsilon \}} \right\|_{\mathcal{S}} \mathcal{C} \).

Proof. Let \( \mathcal{T}' \) be the team automaton that is obtained from \( \mathcal{T} \) by attaching a label to each action from \( \mathcal{F} \) depending on the component executing that action, i.e., \( \mathcal{T}' = (Q', \Sigma', \delta', \Gamma) \) with \( \Sigma' = \{ (a, i) \mid a \in \mathcal{F} \cap \Sigma, \ i \in [n] \} \cup (\Sigma \setminus \Gamma) \) and \( \delta' = \{ (q, (a, i), q') \mid a \in \mathcal{F}, \ (q, a, q') \in \delta, \ \mathcal{E} \in \varepsilon_\mathcal{F} \} \). Since all actions from \( \mathcal{F} \) are free in \( \mathcal{T} \), the behaviour of \( \mathcal{T} \) is an encoding of the behaviour of \( \mathcal{T}' \). Let \( \psi : (\Sigma')^* \rightarrow \Sigma^* \) be the homomorphism defined by \( \psi((a, i)) = a \) and \( \psi(a) = a \). Then clearly \( B_{\mathcal{F}} = \psi(B_{\mathcal{F}'}) \).

For all \( i \in [n] \), let \( \mathcal{C}_i \) be the component automaton that is obtained from \( \mathcal{C}_i \) by labelling each of its actions from \( \mathcal{F} \) with \( i \), i.e, \( \mathcal{C}_i = (Q_i, \Sigma_i, \delta_i, \Gamma_i) \) with \( \Sigma_i = \{ (a, i) \mid a \in \mathcal{F} \cap \Sigma_i \} \cup (\Gamma \setminus \Gamma_i) \) and \( \delta_i = \{ (q, (a, i), q') \mid a \in \mathcal{F}, \ (q, a, q') \in \delta_i \} \cup (\delta_i \cap (Q_i \setminus \Gamma_i \times \mathcal{F} \setminus Q_i)) \). Obviously, \( B_{\mathcal{C}_i} = \psi(B_{\mathcal{C}_i}^\mathcal{F}) \), for all \( i \in [n] \). Let \( \mathcal{S}' = \{ \mathcal{C}_i \mid i \in [n] \} \). Since \( \mathcal{S} \) is \( \mathcal{F} \)-loop limited it thus follows that \( \delta = \mathcal{R}_{\mathcal{F}}(\mathcal{S}') \), for all \( a \in \mathcal{F} \) and \( i \in [n] \). Hence \( \mathcal{T}' \) is the \( \{ \mathcal{R}_{a} \mid a \in \Sigma \cap \Gamma \} \cup \{ \mathcal{R}_{a}^\text{free} \mid a \in \Sigma \setminus \Gamma \} \)-team automaton over \( \mathcal{S}' \). Moreover, since the components from \( \mathcal{S}' \) can share actions from \( \Sigma \setminus \Gamma \) but not from \( \Sigma \setminus \Gamma \), it follows that for all \( K \subseteq [n] \), \( \bigcap_{k \in K \mathcal{S}_k} = \bigcap_{k \in K} (\mathcal{S}_k \cap \Gamma) \), i.e., the free actions of \( \mathcal{T}' \) are \( \mathcal{A} \) and \( \mathcal{T}' \) thus equals the maximal-ai team automaton over \( \mathcal{S}' \). Consequently the relation between the rS-shuffle and the rS-shuffle stated immediately following Definition 15, together with Theorem 8, implies that \( B_{\mathcal{F}} = \psi(B_{\mathcal{F}'}) = \psi(\left\|_{\{ \Sigma \mid \mathcal{E} \in \varepsilon_\mathcal{F} \}} B_{\mathcal{C}_i}^\mathcal{F}) \psi(\left\|_{\{ \Sigma \mid \mathcal{E} \in \varepsilon_\mathcal{F} \}} B_{\mathcal{C}_i}^\mathcal{F}) = \psi(\left\|_{\{ \Sigma \mid \mathcal{E} \in \varepsilon_\mathcal{F} \}} B_{\mathcal{C}_i}^\mathcal{F}) \), which is equal to \( \psi(\left\|_{\{ \Sigma \mid \mathcal{E} \in \varepsilon_\mathcal{F} \}} B_{\mathcal{C}_i}^\mathcal{F}) \), because \( \psi(\Sigma) \setminus \Gamma \cap \Gamma = \emptyset \). \( \square \)

Theorem 10. Let \( \mathcal{T} \) be the \( \mathcal{R}^\text{free} \)-team automaton over \( \mathcal{S} \). Then

if \( \mathcal{S} \) is loop limited, then \( B_{\mathcal{F}} = \left\|_{i \in [n]} \right\|_{\mathcal{S}} \mathcal{C}_i \).

Proof. This follows immediately from Theorem 9 with \( \Sigma \cap \Gamma = \emptyset \). \( \square \)
8 Conclusion

In this paper we have shown that—under certain conditions—team automata defined according to the \textit{maximal-ai} and \textit{maximal-free} strategies exhibit a behaviour that equals a certain type of (synchronized) shuffles of the behaviour of their constituting component automata. We have thus identified for each of a few specific types of team automata an operation which proves compositionality. As is shown in [1], corresponding results hold when also infinitary behaviour is taken into account.

I/O automata fit in the framework of team automata as a special type of \textit{maximal-ai} team automata [3]. This in fact holds for more automata-based specification models with composition based on the \textit{maximal-ai} strategy [1]. For these models, most results of this paper on the relation between the computations and behaviour of team automata and those of their constituting components extend known results; we single out precisely which characteristics of the \textit{maximal-ai} strategy—e.g. the fact that an action is \textit{ai}, useful \textit{j-ai}, or \textit{maximal-ai}—are responsible for a particular behavioural relation. This often leads to less stringent conditions than those presented in the literature on these models.

Concerning the \textit{maximal-free} strategy we present new results on the relation between the computations and behaviour of team automata and those of their constituting components. In this case, our maximal interpretation of the components’ participation in synchronizations forced us to assume \textit{S} to be loop limited in order to guarantee that all component computations participate in team computations. In [1, 2] we show how to circumvent this additional condition by using vectors to represent the actual participation of components in synchronizations.

To identify more types of team automata satisfying compositionality, it remains to determine the conditions under which the behaviour of team automata defined according to other strategies can be obtained from the behaviour of their constituting component automata.

While ignored in this paper, team automata distinguish input, output, and internal actions. In [3] we defined an operation that “hides” the input and output actions of a team automaton from other team automata by making them internal. This prohibits their further use in synchronizations on a higher level of an iteratively composed hierarchical system, which is important when using team automata for component-based design by means of a step-by-step refinement of specifications. As a case study we modelled the hierarchical design of a groupware architecture by means of a step-by-step refinement of specifications in terms of team automata. We furthermore showed—under certain very relaxed conditions—the order in which a team automaton is iteratively composed to be irrelevant.
Let team automata $\mathcal{T}$, $\mathcal{T'}$, and $\mathcal{T''}$ be iteratively composed over component automata $C_1$, $C_2$, and $C_3$ in the way sketched in Fig. 7.

![Diagram](image)

Fig. 7. Team automata $\mathcal{T}$, $\mathcal{T'}$, and $\mathcal{T''}$ composed iteratively over $\{C_1, C_2, C_3\}$.

If all the depicted team automata are composed according to the same strategy, then $\mathcal{T}$, $\mathcal{T'}$, and $\mathcal{T''}$ have the same set of actions and—up to a reordering—the same set of (initial) states and the same transition relation. In that case they moreover exhibit the same behaviour. The results of this paper additionally show that if $\mathcal{T}$ is composed according to the maximal-a1, the maximal-free strategy, or a combination thereof, then its behaviour equals a certain type of (synchronized) shuffle of the behaviour of $C_1$, $C_2$, and $C_3$. It remains to investigate how these results can be extended to the case of iteratively composed team automata such as $\mathcal{T'}$ and $\mathcal{T''}$.

Together with the syntactic hierarchial results of [3], the results presented in this paper thus show that the team automata framework is well suited for component-based system design by means of a stepwise development of specifications based on decomposition and refinement.
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