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DESCRIPTION OF THE WORKSHOP

Trust is important in many kinds of interactions (hurh@aman, human computer,
humanhuman through computers, and more in general among social agents) in orde
to define those elements (nature, feaguamd interrelations) that are essential in
social reliability.

With the growing impact of electronic societies, trust, reputation, privacy, and
identity become more and more important. Trust is not just a simple and monolithic
concept, it has different dats, levels, and kinds. We can consider: trust in the
environment and in the infrastructure (the sdeichnical system) including trust in
your personal agent and in other mediating agents; trust in the potential partners; trus
in the warrantors and dwrities (if any). Another growing trend is the use of
reputation mechanisms, and in particular the interesting link between trust and
reputation. Many computational and theoretical models and approaches to reputatiol
have been developed in the last fevange In all these cases, electronic personas may
be created in many different forums (ecommerce, social networks, blogs, etc). Also
the identity and associated trustworthiness must be ascertained for reliable
interactions and transactions.

Trust is foundabnal to the notion of agency and for its defining relation of acting
"on behalf of'. It is also critical for modeling and supporting groups and teams,
organizations, cordination, negotiation, with the related tramié between
individual utility and cdlective interest. Further, computer technology can even break
trust relationships already held in human organizations and relations, and favor
additional problems of deception and trust.

The aim of the workshop is to bring together researchers (even fiftenet
disciplines) who can contribute to a better understanding of trust and reputation in
agent societies. Most agent models assume trustworthy communication to exis
between agents. However, this ideal situation is seldom met in reality. In the humar
societies, many techniques (e.g. contracts, signatures,-tdang personal



relationships, reputation) have been evolved over time to detect and preveni
deception and fraud in communication, exchanges and relations, and hence to assu
trust between agentartificial societies will need analogous techniques.

We encourage an interdisciplinary focus of the workshaithough focused on
virtual environments and artificial agentas well as presentations of a wide range of
models of deception, fraud, repubet and trust building.

Suitable submissions may describe the key elements of social reliability and any
topics closely associated with trust such as reputation, privacy, norms, and identity
All facets of trust are relevant. These include trust in ¥ tiviraament and the
infrastructure (as in a soctechnical system) ¥ user assisting and mediating agents; ¥
potential partners, including their electronic personas in commerce and social media
¥ warrantors and authorities.

We welcome computational and dretical models and approaches to trust as well as
applications and empirical studies on trust. We particularly encourage
interdisciplinary contributions that shed new light on the above topics.

This edition of the workshop will emphasize the theme of ©0&nd AgreementO.

The topics of interest include, but are not restricted to, applications, concepts,
models, theories, mechanisms (including architecture, design, and protocols),
techniques, and evaluations of

¥ Trust

¥ Deception and fraud and its detctand prevention

¥ Reputation

¥ Privacy and access control

¥ Identity in virtual worlds

¥ Autonomy, delegation, ownership

¥ Policies, interoperability, protocols, ontologies, and standards
¥ Scalability and distribution

¥ Testbeds and frameworks

¥ Legahspects

¥ Organizations and institutions, include regulation and regimentation
¥ SPECIAL THEME: Trust and Agreement
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Abstract.  The problem of identifying in uencers in an online social
network (OSN) has received a lot of attention recently. Howev er, the
in uence a user has on an OSN depends a lot on how active they are
besides their reputation, or the quality of information they are capable
of providing. This can be misleading: a common observation about many
OSNs is that the most in uential users there are not well-known in the
real world. In contrast, we investigate the problem of autom atically iden-
tifying reputed users on an OSN, independent of their level of activity.
The investigation is based on a social/relational capital g eneration based
model of user behavior on OSNs, where users pay each other in saal
capital to make connections. We formalize this idea using a tournament-
based model known as fair bets. The model is tested on simulatel OSN
data, where it proves to be more accurate than baseline approaches for
reputation aggregation in OSNs, such as PageRank.

Keywords:  Trust, Reputation,Social Capital,Social Networks

1 Introduction

A remarkable development of the last few years has been the mwe online,
from anonymity or pseudo-anonymity, to identities that can be mapped
to people in the real world. This trend, combined with the inc reasing
reliance on the Internet for information, means that an indi vidual's online
reputation is becoming an increasingly important factor in how they are
perceived by others o ine. There are many problems with usin g online
information to draw conclusions, as it is an imperfect recor d of real world
activity. However, given its easy availability, it is inevita ble that online
information will be used more and more to draw conclusions about an
individual's real world pro le.

An interesting question then is, what can be said about an indi vidual's
real-world reputation, given online information about the m. We focus
on a narrower version of the problem: what can a member's postion in

the structure of an online social network (OSN) say about her r eal world
trust networks, and her reputation there. The term reputation is de ned
here, following J sang et al. [1], as \a collective measure of trustworthi-

ness, based on the referrals or ratings of members in a commuity”. The

community we are interested in is an individual's profession al peer group,
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or the community of people interested in the topics she claims compe-
tence in. This peer community is (imperfectly) re ected in OSN data,
in the form of other member pro les on the OSN. Similarly, real world
peer trust ratings are often unavailable. However, the behavior of an in-
dividual's peers on an OSN, when they interact with her, can pro vide
clues about how trusted she is. Falcone and Castelfranchi [ note that
\to be trusted: i) increases the chance to be requested or acceted as a
partner for exchange or cooperation; ii) improves the price, the contract
that the agent can obtain". Looking for these signals in OSN dat a can
help identify which members have a high reputation in the rea | world.
We focus on reputation in professional settings, as computational models
of personal trust and reputation raise philosophically com plicated issues
[3].

The related problem of identifying high-pro le online users , or in u-
encers, has received signi cant attention [4, 5] in the OSN research com-
munity. Usually, in uence is measured as the extent to which a member's
behavior a ects her peers on an OSN, for example, by convincing them
to buy a product, or be favorably disposed towards a particul ar opinion.
Such information can be very useful from a marketing perspective. Also,
it is often assumed that a person who is highly reputed in a top ic would
have higher in uence than a less reputed one. Thus, for example, the list
of topic-sensitive in uencers [6], or extremely in uential people in a topic
on an OSN, would ideally consist of individuals known to be expert s on
the topic. However, this is not always the case. For example, Khrabov et
al. [7] found that many in uencers on the popular microblogg ing website
Twitter ® are relatively unknown in the real world. A major reason for
this anomaly is the extremely competitive nature of the quest f or online
in uence, in terms of time and e ort. Many people who are high ly re-
puted in their elds may not be willing to invest these to the s ame extent
as less reputed people.

This is not a concern for many applications. For example, if ma rketeers
need to know which users on an OSN should be engaged to market a pod-
uct, they largely care about their online in uence, not thei r real world
reputation. On the other hand, there are many scenarios where reputa-
tion might be the primary concern. For example, many people re ly on
information shared on blogs, or microblogging forums (e.g., Twitter) to

nd information in their areas of interest. It is likely many  of them would
be at least as interested in highly reputed users, as in in uential ones.
Or if a company is looking to Il a job position *, reputation might be a
greater concern than in uence. Also in the marketing domain , Carl [8]
has argued that an overwhelming majority of word-of-mouth m arketing
takes places o ine, in which case reputation is a factor wort h consider-
ing. Separating reputation and in uence will also provide be tter insight
into the relationship between online and real world prestig e.

3 www.twitter.com

4 A number of websites, for example, LinkedIn(www.linkedin.c om), and StackOver ow
(www.stackover ow.com), combine professional social networking or expert nding
with recruitment solutions.
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We base our reputation estimation algorithms on the concept s of social
and relational capital [9, 2]. The intuition is that users on an OSN that
have a high reputation have more relational capital, that is a larger num-
ber of reputed people are positively disposed towards them, as compared
to less reputed users. As a result they need to expend less e ot to attain

the same level of connections (in number and quality), as less reputed
users. This can be modeled as follows: assuming users on an OSidaid
each other in some form of capital to accept social connectilms. Then
highly reputed users are those that do not have to pay very oft en, but
themselves get paid quite often. In other words, when they pay, on aver-
age, they can aord to pay much more. This idea is formalized i n later
sections using the fair bets model [10, 11].

2 Background and Related Work

A natural representation of an OSN is as a graph, with members rep-
resented as vertices, and edges representing an interactin. The edges
may be directed or undirected depending on the interaction t ype: a sym-
metric connection might be represented by an undirected edge, while a
directed edge can be used to signify who sent the invitation. Directed
edges can also be used for OSNs that allow for asymmetric connetion (a
connection need not be accepted to exist, as, for example, in Twitter). A
common assumption [12, 13] is that, if user A took the initiative to send
an invitation to user B, then that counts as an endorsement from user
A to B.
An interesting aspect of this scenario is that the interacti ons that result in
online connections take place o ine. As a result, it is usual ly impossible
to know what prompted user A to connect to user B, how often they
have interacted in the past, and what A's experiences were during these
interactions. It is also not known that if, on the other hand, u ser A has
not invited user B, it is because they are not acquainted with each other
or have not interacted su ciently, or because user A distrusts user B.
As a result, many traditional reputation aggregation metho ds, such as
belief models [14] and reinforcement learning-based methals [15], do not
t naturally in this scenario. On the other hand, due to the gra ph-based
structure of problem representation, eigenvector-based approaches [16,
17] inspired by PageRank [18] are a better t for the problem. These
approaches posit a recursive de nition of a vertex's reputat ion score in
the graph, as a weighted sum of the reputation score of all the vertices
that point to it.
Variations of eigenvector-based approaches are also popudr in the OSN
community for the task of in uence estimation [6]. While well -suited to
nding in uencers, in their present form, they have signic  ant drawbacks
when it comes to reputation estimation. They do not take into account
a user's activity level when estimating their score. This is a reasonable
decision when identifying in uencers: if an in uential user is highly active
on an OSN, this does not detract from the level of in uence they have.
Reputation, however, has a di erent dynamic.
A user's in uence on an OSN depends on two factors: a) her reputation,
which determines the value other people see in a connection vith her,
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and b) her visibility on the OSN, that is, the likelihood that she will be
noticed by other users. A user with a lower reputation level c an become
more in uential by increasing her visibility. This can be ach ieved through
increased activity (for example, by engaging other members in di erent
ways), or increased connectivity (by sending more invitations ). On the
other hand, users that are highly reputed in the real world, a re likely
to receive invitations even with lower level of online activit y. In other
words, a user's reputation in the real world can be roughly me asured as
the degree of in uence she has on an OSN, normalized by her levé of
activity. In the next section, we formalize this intuition usi ng the concept
of social capital.

3 Social and Relational Capital in an OSN

Social capital [9,19] is a concept used to refer to value geneated by the

resources that can be mobilized via an individual's social connections.
Boxman et al. [20] de ned social capital as \The number of peop le who
can be expected to provide support and the resources those peole have
at their disposal". However, in the past, the term has been used ambigu-
ously to also refer to the collective advantage that a group attains by

being better connected. Due to this reason, Falcone and Caselfranchi

have proposed the term relational capital be used instead, to represent
\how much the agent is valued by other agents in a given market for a
given task" [2], with the intent of separating an individual's advantage,
from that of the entire group.

Putnam [9] divides social capital into bonding and bridging s ocial cap-
ital. Bonding social (or relational) capital is the capital generated for
an individual by the connections made within a social communi ty, while

bridging social capital refers to the capital an individual g enerates by
links made across social communities. From this perspective OSNs can
be seen as being used by its members for the purpose of maintaiing and

growing their social capital [19]. Thus for example, when users connect
with old acquaintances on an OSN, this helps to maintain or incr ease the
existing bonding capital, which can be mobilized later if requ ired. On the

other hand, connections made outside one's community, for example to

highly reputed or in uential people in one's professional eld, increase
one's bridging social capital.

These two types of social capital, bridging and bonding, can be mapped
to two di erent types of network growth patterns documented o n online
networks. The tness-based preferential attachment model [21], where
the indegree of each vertex grows with a probability proport ional to its

tness (which can correspond to reputation), and its curren t indegree,
can be seen as a result of users trying to build their bridging capital.

Bonding can be mapped to the phenomenon ontriadic closure [22,23]
observed on OSNSs, where networks grow by closing incomplete tiangles
(connection of a connection).

A few conclusions can be drawn based on this interpretation. People are
more eager to connect to highly reputed users as they have moe bridging

capital, and will work harder to discover them on the OSN, looki ng be-
yond their immediate network. As a result, users who are highl y reputed
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will receive more and stronger incoming links, even with low vi sibility on
the OSN. Also, the overall quality of links created via triadic cl osure will
be higher, as the peer group of users with higher reputation is likely to
have higher than average authority, assuming the concept of homophily
[24] holds.

On the other hand, users with lower o ine reputation might als o prove
themselves valuable users to connect to, for the purpose of gnerating
relational capital, but this is likely to be via one of two ways: a) achieving
high visibility on the OSN via higher levels of activity, or b) gen erating
relational capital for themselves by connecting to others who already
have that capital (due to their higher reputations).

In the next section, we discuss how these ideas can be formalied in a
mathematical model, called the fair bets model.

4 The Fair Bets Model

The fair bets model has traditionally been used [25, 10, 11] to rank players
in round-robin tournaments. A player's behavior in the model is visual-
ized as follows: she is allowed to bet a certain amount of mong/ per
game, which has to be xed across all games she plays, irrespedve of
the opponent. She forfeits this amount to her opponent if she loses the
game, and if she wins, she is awarded the amount bet by her oppment.

Then the amount she can a ord to bet per game is the score assigned to
her.

Mathematically, this can be represented as follows: construct a graph G,

with each player i as a vertexvi, and assume that each player has played
at most one game against any other player (this can be generalzed).

Then draw an edge directed from the loser of the game to the winner.

A matrix representation of this graph can then be written as V, where
vij =1 if there is an edge directed from player i to j in the graph. Then

the fair bets score a; of player j follows the following equation:

X X
Vij & = Vi 8 (1)
i=1 i=1
That is, a player j's payout per game (g ) is the amount she makes in
total, divided by the number of games lost. In matrix form:

V”>a= Ca )

Cisa diagpnal matrix with C; equal to the sum of the ith row of V,
e, Ci = E:l Vik .

A relationship can be established between PageRank and fairbets scores
[25]. For a right stochastic matrix P, the PageRank vector r correspond-
ing to the matrix is given by the equation:

P r=r 3)

Let P = C V. Thatis, P is the stochastic matrix given by normalizing
all the rows of some matrix V to 1.
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Then, equation (3) can be written as:

vic tr=r @)
y c'vv clr =chr (5)
Setting a = C !r gives:
C 'V’a=a (6)
) V’a=Ca )

which is the same as equation (2). That is, if the PageRank vector for a
stochastic matrix P is given by r, then the fair bets vector of the original
graph matrix V = CP is given by a = C r. Thus, mathematically, the
fair bets score of a vertex in a graph is equal to its PageRank sore,
divided by its outdegree.

4.1 Fair Bets as Relational Capital

In the context of online social networks, fair bets can be viewed as a
model of relational capital accumulation and expenditure. A n OSN's
members tend to connect to members who are likely to provide useful
information or members who can help them in achieving professional
growth, that is, members with high relational capital. This initial expen-
diture of relational capital spent in sending invitations pa ys o, as the
user accumulates invitations (payments) in return. Highly re puted users
receive multiple invitations without making a signi cante o rt, while the
payo for less reputed users is lower. On the other hand, if hig hly reputed
users decide to spend their capital by sending invitations, t heir payo
per invitation is proportionately much larger.

4.2 Variations on The Fair Bets Model

For an OSN graph, the standard fair bets model assumes a linear re-
lationship between a vertex's authority score and its outdeg ree. As the
fair bets score is given as the PageRank score divided by the otdegree,
a user's PageRank must grow at a constant rate with invitation s sent.
Whether such a relationship holds, depends on the dynamics on the net-
work. In practise, a user's network is likely to saturate over time, so that
new invitations sent lead to fewer and fewer invitations back.

Consider an OSN with the following dynamic: new users that join the
network see an initial spurt in the rate at which their networ k grows.
Each invitation that they send out increases the circle to whi ch they
are visible, leading to many more invitations back to them. Over time,
though, as most connections-of-connections are now their rst degree
connections, they receive fewer invitations back for each invitation sent.

This dynamic can be modeled by assuming that the expected value of
links received once k invites have been sent is % This expected value
includes both thepprobability of receiving a link, and the valu e of the
link. Then, since |, % can be approximated as logk. Given this kind

of dynamic, a better measure of a user's reputation, might be:
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Fig. 1. Sensitivity of PageRank, Fair Bets, and Harmonic Fair Bets to A ctivity Levels

= — (8)

log o

where ; is the user's PageRank score, ando; is her outdegree, or the
number of invitations sent. This measure can be referred to as the log
fair bets. Log fair bets can be interpreted as assuming that the arrival
patterns of incoming links follows a power law distribution w ith respect
to time (measured by outdegree). On the other hand, assuming that the
mean value of an incoming link falls even more steeply with activity, say

e expected value of an incoming link for a user is ,%z Since Hkm =

:‘:1 i™ is the de nition of a generalized Harmonic number, we can

de ne a new measure, the Harmonic fair bets measure h; for user i, set
as: _
I

"= Honm) ®)

In our experiments, m was set as 2. In the next section, we investgate,

using a simulation based approach, various variants of the fair bets mea-

sure, including log fair bets, and their suitability for di  erent types of

OSNSs, based on its characteristics.

5 Simulation Experiments

We consider two models of social network growth based on pastresearch:
preferential attachment models, and triadic closure based models.
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Reputation Measure
Growth Model PageRank|Fair Bets |[Harmonic Fair Bets
Preferential Attachment Model 0.26 0.56 0.72
Triadic Closure Model 0.16 0.61 0.41

Table 1. Rank Correlation with Fitness (hidden reputation value) of various reputation
models, using Spearman's measure

1. Preferential Attachment Model [21]: As mentioned earlie r, this model
can be seen as describing OSNs where bridging social capital dmi-
nates. In such OSNSs, users tend to seek out experts in their areaeven
when they are not part of their immediate social circle. Howe ver,
they are still more likely to nd users who have lots of connec tions,
as opposed to users who have fewer connections.

2. Triadic Closure Model [22,23]: This model is better suited to de-
scribe the growth dynamics of OSNs where users are looking to
maintain their bonding social capital. Such networks grow by closing
“triangles’. Users grow their network by inviting their seco nd degree
connections to become their rst degree connections.

The preferential attachment (PA) model is simulated as foll ows: we start
with a graph of zero vertices. At each timestep, with a small p robability
(0:02), a new vertex is added to the graph. The vertex is assignedone of
ve tness levels (1  5). Level 5 corresponds to a user with the highest
reputation level, while level 1 corresponds to one with the | owest. The
levels are drawn from a power law distribution, so that the pr obability
of drawing a level 5 edge is one- fth that of drawing a level 1 v ertex.
If a new vertex is not drawn, one of the existing vertices vi sends an
invitation to connect to another vertex vz, where the probability of se-
lecting any vertex v is proportional to the product of its indegree and
its tness level. The intuition is that the probability that v, will see v,'s
pro le is proportional to vz's popularity, which is its indegree, while the
probability that v; will want to connect to the pro le is proportional to
its tness level. The model is similar to the one described in by Bianconi
et al. [21].

The triadic closure (TC) model is set up to draw vertices from a power
law distribution with 5 levels, similar to the PA model. A ver tex vi in
the TC model grows its network as follows: at each timestep it selects
one of its rst-degree connections, say v, at random. From the list of
connections ofvs, it selects a new connectionvs to invite to connect. The
probability of selection of a particular vs is proportional to its tness
level. The model is based on the one described by Jin et al. [23] with
the addition of the tness level concept, to model reputatio n.

Table 1 shows the rank correlation, using Spearman's measure, of the
assigned tness level of a user, to the PageRank, Fair Bets (FB), and
Harmonic Fair Bets (HFB) score assigned to them, for the two g rowth
models. As can be seen both FB and HFB correlate much better with the
tness level, compared to PageRank. This shows that PageRank is not a
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good measure of reputation levels. In contrast, Fair Bets and Harmonic
Fair Bets do much better. Figure 1 shows how the three measures vary
with user activity levels for all Level 2 vertices, for the PA m odel. The
vertices on the x-axis are ordered chronologically, so the ones on the
left have had the most time to be active, while those on the rig ht have
had the least. As all vertices shown are of Level 2, ideally they should
have the same reputation score. The gure shows the deviation from this

ideal score, that is, the error around 0. As can be seen, PageRnk is very
sensitive to activity. The longer the vertex has been in the system, the
higher its score. Fair Bets, on the other hand, seems to overcorrect for
activity level, with less active vertices receiving a disprop ortionately high

score. Harmonic Fair Bets sticks closest to the 0 line. Howeve, Fair Bets

performs better for the triadic closure model (Table 1). The reasons for
this are not obvious, given the complexity of even seemingly simple graph
evolution models. We plan to investigate the reasons for this further in

future work.

6 Conclusion

This paper introduces a new problem to the eld of reputation mod-
eling. Given the structure of an online social network graph, what can
we say about their o ine reputation. We propose a possible ap proach
to addressing this based on the following observation: highly reputed in-
dividuals have a lot of social/relational capital, which cau ses them to
be treated dierently from individuals with a relatively low er reputa-
tion. Taking this observation into account, it is possible to estimate user
reputation, even when explicit trust values are not availabl e. Based on
this, we develop an approach for o ine reputation estimatio n in OSN,
and test it on simulations based on standard models of OSN growth. We
show that the PageRank measure, while suitable for measuring in uence,
is not e ective for estimating reputation values, as itis to o easily mislead
by activity levels. On the other hand, two new reputation measu res, fair
bets and harmonic fair bets, give more promising results.
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Abstract.  Trust and reputation are signi cant components in open dy-
namic systems for making informed and reliable decisions. State-of-the-
art trust models that exploit reputational evidence generally rely on re-
ports from as many sources as possible. Situations exist, however, where
seeking evidence from all possible sources is unrealistic. This is partic-
ularly the case in resource-constrained environments where querying in-
formation sources is costly, for instance in terms of time and bandwidth.
This paper describes an approach that exploits diversity among infor-
mation sources in order to select a small number of candidates to query
for reputational evidence. We demonstrate that reliable decisions can
be reached using evidence from small groups of individuals. We show
that our approach is robust in contexts of variable trust in reputational
sources and to a degree of deception.

Categories and Subject Descriptors: 1.2.11 [Distributed Arti cial
Intelligence]: Multi-Agent Systems

General Terms:  Experimentation, Performance

Keywords: Diversity, Reputation, Trust

1 Introduction

Reputation-based trust is a critical mechanism in large, open, and dynamic sys-
tems, where agents must interact with one another in order to achieve their
goals. Agents operating in such environments often rely orindirect experience
acquired from their peers in order to make informed decisions, especially when
direct experience on a subject is lacking or insu cient [10]. Whereas state-of-
the-art trust models exploiting this kind of evidence generally rely on reports
from as many sources as possible, in the physical world capturing and distribut-
ing evidence can be costly. For instance, in distributed environments such as
peer-to-peer networks, sensor networks, and pervasive computing, each partic-
ipant is responsible for collecting and combining evidence from others due to
lack of central authority or repository. A major constraint in such systems is
bandwidth, motivating the need to minimise the number of messages exchanged
in order to arrive at a decision. As a result, reputation assessments are often
based on a subset of evidence, usually from the agent's neighbourhood [3], an
approach which in itself can be problematic, as it does not make use of all the
information available, and therefore is prone to biases and deception.
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2 Reputation-based Trust Evaluations through Diversity

Motivated by this problem, we present an approach for minimising the costs
associated with making e ective trust assessments, while still remaining robust
to biases and deception. In particular, we exploitdiversity among information
sources to intelligently sample from thecrowd of reputation sources. Our notion
of diversity is inspired by the work of Surowiecki et al. [8]. Their work highlights
some interesting criteria for e ective decisions in large groups of individuals.
Diversity ensures that the experiences of di erent agents based on their private
information is exploited in a decision process. As agents most often operate in
social contexts where interaction with others is inevitable, so much could go to
in uence their behaviour. Agent behaviour could be conditioned by organisation,
profession, or proximity to other agents in a network. While Surowiecki et al.
consider such e ects detrimental to a decision process because of the possibilities
of collusive behaviour and subjectivity of opinions, we see great potential. For
example, where logical subgroups exist in the agent population as informed by a
feature-behaviour correlation, we can exploit this to limit the number of agents
queried for evidence. In the sections that follow, we demonstrate how this concept
can be employed in a manner that leads to positive outcomes.

The rest of this paper is organised as follows: Section 2 highlights the di erent
components of the diversity model. An evaluation of the approach is presented
in Section 3, and in Section 4 we conclude with a discussion and avenues for
future research.

2 The Diversity Model

The Diversity Model (DM) enables an agent to arrive at reliable decisions using
evidence from small groups of individuals. The model employs trust and machine
learning techniques in order to build models of information sources from which
potential candidates may be sampled for evidence.

We consider an evaluatorx, who wishes to evaluate the truth of a proposition

, and has access to a set of information source%, where individual information
sources or agents are denoted;y;::: 2 A. The notation x will be used in the
course of this paper to denote an agent acting in the capacity of an evaluator,
while the notation y will be used to represent an agent regarded as an information
source. In a more general sense, an agent is regarded as a tudiB; F; Ri, where
ID denotes a unique identier, F is a set of features, andR is a set of past
reports.

A report R, is an opinion about a subject , provided by an agenty, to an
evaluator x, in response to a query. An agenty, records its perceived opinion
about asRy,; , and reports Ry, », when queried byx. The variable t denotes
a time step associated with a report fromy, such that R§,; represents a report
at time t. Consequently,Rtyi!“Xﬁ denotes the set of reports received by from y
between the interval t and t + k.

Let F denote a nite set of features, such thatf;f,;::;;fq 2 F. We de ne
a feature as an observable attribute of an agent, e.g., an agent's organisation or
its location. An evaluator x, has a view on the relative importance of features

14



Reputation-based Trust Evaluations through Diversity 3

represented by the vectortwy ; w3; :::; wji, wherew is x's view of the importance
of feature f;, and w* :! [0; 1]. Subsequently, an evaluator uses this metric to
compute the similarity between di erent agents. Similarity between agents is,
therefore, a measure of thedistance between their features as informed by the
vector of weights on the features. We employ thewveighted Euclidean distanceto
compute similarity between any two agentsy; and y, as:

v

u

px

DF 2,

y1y2 = kyl y2k F=

@)

Wi fk)’l fk)’z
k=1

2.1 Group

Let-I-G denote a strati cation on A, such that G = fG;;G;j;::;;Gmg where
Gi Gj =;,ifi 6 j. We dene a group G; as a collection of homogenous
agents, such thatfx : x 2 Gj;G; 2 Gg = A. Groups are formed subjectively by
an agent who attempts to disambiguate what metrics lead to a better strati ca-
tion of information sources. The group formation process is discussed in Section
2.3. However, the aim of an agent in partitioning the population, is to provide
a suitable generalisation of information sources using di erent distinguishing
characteristics. Subsequently, an agent exploits this model to limit the number
of sources queried for evidence, and to protect itself against deception. Agents
are partitioned into groups based on how similar they are to one another, as
speci ed by a similarity metric. We denote by G; ), an agenty's membership
of a group G;. An agent X, maintains two parameters . and g5, which de-
note the feature-based similarity and the behaviour-based similar'ity of a group
respectively.

The feature similarity éf of a group is the degree of similarity of members

of the group given their features. This parameter is measured by computing the
average weighted distance between pairs of agents in the group as follows:

X
P =1 ﬁ DJ, .y, Wherep <g, and n = jGij. )
Yp:¥a2Gi

An evaluator learns over time the importance of di erent features while com-
puting similarity. Consider for instance, the following feature set hage, profes-
sion, locationi describing agents in a population. An agent may assign di erent
weights to di erent features while measuring similarity. For example, an agent
could measure similarity usingage or location, a combination of age and loca-
tion, etc. Although di erent feature subsets may de ne di erent subgroups in the
population, not all feature subsets might be distinguishing enough for identifying
relevant subgroups in the population. In an example scenario, an agent wishing
to evaluate the reliability of a delivery company, may learn informing subgroups
in the population of reputation providers, by partitioning agents based on their
location for instance, rather than their age or profession. The fact that some lo-
cations may be easily accessible (e.g. metropolitan areas), than others (e.g. rural
areas), might impact on the satisfaction level of agents obtaining services from
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4 Reputation-based Trust Evaluations through Diversity

the company, and potentially reveal a relationship between the featurelocation
and the ratings obtained from agents.

The behaviour similarity of a group . , is a subjective measure of the like-
lihood of agents in the group behaving in a similar manner. In the context of
this paper, behaviour is represented by the report of agents. It is important to
emphasise here that behaviour similarity does not capture a semblance of the
agents based on their level of trustworthiness (e.g. honest, deceitful), rather it
is a measure of the consistency of agents in giving similar reports (be it honest
or deceptive ones), in response to the same query. Although agents belonging to
the same group may be regarded as having the same level of trustworthiness as
depicted in Section 2.2, in our model this condition alone does not satisfy the
criteria for grouping agents. It is possible fordissimilar agents to have similar
level of trustworthiness (e.g. agents from di erent but highly reputable organisa-
tions). In order to e ectively exploit diversity in the system, our model requires
agents in a group to be similar both in feature and behaviour. To compute the

é? of a group, areport matrix is constructed as illustrated in Figure 1. The

Fig. 1. Report matrix for similarity calculation

matrix captures the rating provided by di erent agents in a given sampling inter-
val. A sampling interval is the time frame for which reports from di erent agents
are considered, and is the same for all the agents. In Figure 1 for example, the
sampling interval considered ist; : t4 (i.e. t1;t2;t3,t4), and the reports from the
agents could be represented aR§,};‘4X; , i =1;:;3. Also, agentsy; and ys with
report vectors hl;5;1;4i and hl;5;2;4i respectively, may be considered much
more similar to each other than agentsy; and y, with report vectors hi;5; 1; 4i
and 4; 1;5; 1i respectively. Details for the computation of this measure is given
in Equation 3 and Equation 4.

S

R — t t .
DYlin “h RY1; R 2R ) (3
t2h

=

where h 2 H represents the number of past reports taken into consideration.

Following Equation 3, %, of a group Gi can be computed as:

2 X R
n(n 1) Dyp:y
Ypi¥q2Gi

s =1

, Wherep <q, and n = jGjj. 4)

2.2 Group Trust and Subjective Logic

An evaluator depending on evidence from third party sources faces the risk of
misleading reports from these sources. Not all agents may act in a benevolent

16



Reputation-based Trust Evaluations through Diversity 5

manner or even possess a required level of expertise to report on a subject.
Sometimes information sources may exaggerate perceived opinion, or o er tes-
timonies that are outrightly false. Finding ways to reduce the in uence of mis-
leading reports from third-party sources is a fundamental problem in reputation
systems [10]. One way of mitigating against this problem, is maintaining a rep-
utation of the information sources, and using this to determine the weight given
to their reports [9].

Subjective Logic (SL) [1] is a belief calculus which allows agents to express
opinions as degrees of belief, disbelief, and uncertainty about propositions. Bi-
nary propositions, such as agent y, is trustworthy concerning , lead to opinions
which are equivalent to a beta distribution. SL contains operations to represent
consensus, recommendation, and ordering, which are useful tools for evidence ag-
gregation. We adopt SL to represent trust because it provides an intuitive way
to represent the belief an entity has in another, and a way to aggregate evidence
to support such belief. An evaluator x's opinion about an agenty, reporting
correctly on is represented in Subjective Logic as a tuple:

Yoo = Mdposug i
wherely. +dj. +uj. =1, and k. ;dj. ;uy. ;ay. 2 [0;1]: 5)

In the above representation, k. ;dj. ;uy. ;ay"; represent the degrees of be-
lief, disbelief, uncertainty, and the base rate @ priori probability in the absence
of evidence) respectively. Opinions are formed on the basis of positive and nega-
tive evidence. The variablesry. and sj. , represent the number of positive and
negative past observations ofx about y respectively, and can be used by to
obtain an opinion about y as follows:

rX B SX 2

by, = 7 s et -7%: e HE novs 2 (6)

An opinion's probablllty expectation value computed using Equation 6, can be
used byx as a measure of/'s trustworthiness with respect to
ry. +a. +2
— _ 'y :
o = va Tty 2 )

The base rate parameteray. , also known as the relative atomicity, represents
a priori degree of trustx has abouty giving accurate report about before any
evidence has been received. The parameter determines how uncertainty shall
contribute to the computed expectation value. The default value ofaj. is 0:5 [2],
which means that before any positive or negative evidence has been received,
both outcomes are considered equally likely.

The trust value for a group G; is based on past interactions with members
of the group, and computed as a function of the trust of the individual members
encountered from the group.

X

< x

x — Y2Gi .
Gi: — JGIJ . (8)
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6 Reputation-based Trust Evaluations through Diversity

2.3 Learning Diversity

We de ne Diversity as a function : 2 A | G that maps the feature set and
past reports (behaviour) of agents to a set of groups. We take as a working as-
sumption, that there may be some correlation between the features of an agent
and its behaviour. Where this exists, we could exploit information from observ-
able features of agents, as well as evidence from their past behaviour to build
a model of diversity. Diversity learning may be carried out in two stages: the
rst stage involves an attempt at disambiguating what metrics lead to a better
strati cation of the population of agents. The best metric in our estimation is
one that produces the highest feature-behaviour correlation, such that the prob-
ability of agents in the same group giving similar reports is maximized. We refer
to this correlation as group behaviour In the second stage, the learned metric
is employed to partition agents into semi-homogenous subgroups. We focus here
on the process of group formation by assuming a learned metrit.We employ a
clustering mechanism that incorporates a feature thresholdT, and a behaviour
threshold bT in order to control the formation of clusters. There are various
clustering techniques that can be used for this purpose. In this work, we employ
the hierarchical clustering [7] as an algorithm of choice because it is well-known,
and allows us to cluster into a set of groups the cardinality of which we do not
know in advance. The clustering process is illustrated in Algorithm 1.

In the rst stage of the clustering, each agent is regarded as belonging to
a separate cluster, and the two clusters with the shortest 2-norm (Euclidean)
normalised feature distance are then merged to form a new cluster. In the second
stage, the merging of clusters continues as in the rst stage, until either all the
agents are assigned to a single cluster, or thes, of a potential group exceeds the

feature threshold fT. At each stage of cluster'ing, the expected behaviour s ,
of a potential group, is validated against the bT threshold based on available
evidence, to ensure the behaviour threshold is not exceeded.

Our clustering approach has some interesting characteristics. It imposes re-
striction on group membership for outlier agents. An outlier agent has features
matching that of a particular group, but with a non-conforming behaviour to the
group. Our model regards such agents as belonging to singleton groups pending
evidence suggesting otherwise. In line with this, unknown agents start o in sin-
gleton groups even though their features may be matched to any of the existing
groups, until there is su cient evidence supporting their group membership.

2.4 Sampling and Evidence Aggregation

The DM model o ers rich context from which an aggregation set may be derived.

In the general case, an aggregation set is made of candidates randomly selected
from di erent groups, from which evidence may be drawn in order to form an
opinion. However, depending on the speci ¢ requirements of a task, richer con-
texts could be explored using the learned model of diversity. For instance, the
cost and risk assessments of a potential transaction [4], may serve to inform the

! Relaxing this assumption is left to a future work.
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Algorithm 1 Hierarchical clustering algorithm for group formation using feature and

behaviour criteria.
Require: A set of agents A

Require: A feature and behaviour based similarity thresholds, fT ,bT
Require: A feature and behaviour similarity functions, GF 1 B
1: allocate each agentin A as a single cluster
2: let C be the set of clusters
3: continue ( true
4: while continue do
5.  continue ( false
6: forall X;Y 2C do
7 compute the between-cluster similarity E , such that B < bT
Cixv ) Cixv )

8.  end for
9 i fT< ¢ then

XY )
10: Z( X[ Y,where _¢ is the minimum

Cixy )

11: remove X and Y from C
12: c(cCcl[z
13: continue ( true
14:  end if
15: end while

16: retun C

sampling process. Members in a group comprising of trustworthy agents may
be favoured, for example, over agents in less trustworthy groups in a high-risk
transaction. Also, in situations where the cost associated with sampling from
speci ¢ groups of agents (e.g. groups of experts) exceeds a budget, groups of less
knowledgeable agents may be considered, who in combination may provide a suf-
ciently similar service. We consider the random selection of one representative
candidate from each of the groups to form an aggregation set. Provided the like-
lihood of agents in each of the groups behaving in a similar manner is relatively
high, then evidence from the set may be considered a su cient representation
of the entire population. We do not suggest this to be the only approach for
sampling, but only that it demonstrates one possible realisation of our model,
which we have used in our evaluation. Other sophisticated sampling techniques
may be explored to meet speci ¢ requirements.

We denote by S the aggregation set comprising of candidates sampled from
groups inG. Giast is the number of agents inG;. Further, we de ne G;(l) as the
index of the Ith element in G;, for | =1;:::;last. A candidatey 2 G; is selected
to be added to S, by choosing a random integerz 2 [1; last].

The DM model does not limit the chances of unknown agents being sampled
by simply assigning them to an existing group having members with similar fea-
tures. Every unknown agent, as already mentioned is regarded as belonging to
its individual group, until there is su cient evidence to classify it di erently.
This approach prevents a stereotypical treatment for such agents with regards
to group membership, but gives each agent in this category a fair chance of be-
ing heard There are bene ts to this: in the rst instance, a benevolent agent
sharing similar features with a group of malicious agents will not be automat-
ically labelled malicious, when there is no concrete evidence suggesting such.
Also, a group of benevolent agents will not risk the abuse of its reputation by
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8 Reputation-based Trust Evaluations through Diversity

malevolent agents who, for example, may benasqueradingby presenting similar
features [6].

An evaluator x, combines reports from agents in the aggregation ses A,
in order to arrive at an opinion about . Every agents, in the aggregation set,
has its report weighted by the subjective trust value , assigned its groupG; ()
by x. We use ana priori trust for unknown agents which is often set at 0.5 in
literature [2]. The combined evidence is computed as:

X
RY: Gi(s):
X — S2S .
EX= % —————: 9)
Gi(s):
s2S

3 Evaluation

In this section we describe experiments conducted to evaluate (in simulation)
the performance of the Diversity Model. The aim of the experiments is to study
the e ect of group behaviour and deception on an aggregation result, and how
these mechanisms may be exploited to limit the number of agents queried for
evidence. We describe the methods adopted in the experiments, and present our
results and discussion. The factors taken into account in the evaluation are: the
predictive accuracy of the model to some ground truth, and the proportion of
agents in the population sampled for evidence. We compare our approach to
other approaches such as sampling the entire population of agents, randomly
sampling a number of agents, and sampling based on the trustworthiness of the
agents (in this instance we compare the performance of our model to the trust
computation engine used in Beta Reputation System [5]).

3.1 Experimental Setup

Our experiments are based on a simulation testbed which models a logical net-
work of agents as de ned by their features. The environment consists of 100
sources and one evaluator. The evaluator relies on evidence obtained from the
sources to evaluate a subject of interest. Our network is connected, withundi-
rected edges from each node to its neighbours. The network tness is based on
the distance between features of agents, such that nodes that are highly sim-
ilar gravitate towards each other. For simplicity, we assume that similarity is
de ned on the same feature dimension for all agents. Agents possess incomplete
knowledge, and therefore, report with some amount of uncertainty. We simulate
this phenomenon by drawing each agent's report from a Gaussian distribution
N(0; 1). However, agents closer to each other report in a similar manner. To sim-
ulate this we have each agent broadcast its report at each sampling phase to all
its one-hop neighbours. Each node maintains a bu er of reports received from its
neighbours. At each sampling phase, a node reports following N(@). However,

if there are corresponding reports in a node's bu er for the same sampling phase,
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Reputation-based Trust Evaluations through Diversity 9

a node alters its report to re ect a conformity to reports of its neighbours, with

only a slight deviation. In this way, we de ne the underlying logical network

we wish our evaluator to identify and exploit. The experimental parameters are
listed in Table 1.

Table 1. Experimental Parameters

Parameter Value Parameter Value
#Information sources 100 # evaluators 1
feature threshold (fT) 0.8 behaviour threshold (bT) 0.9
degree of nodes 8 report distribution N(0;1)

3.2 Experiments and Results

We consider di erent experimental conditions to analyse the e ects of group be-
haviour and malicious agents on the aggregation result. We indicate the number
of agents used by our model in each case to arrive at a decision. Each evalua-
tion condition was initialised with random models of the information sources.
100 runs were conducted in 10 rounds for each case and the mean of the runs
reported.

E ect of Group Behaviour In this experiment, we analyse the e ect of the
increasing rate of group behaviour in the population in the predictive accuracy of
the evaluator agent. In real world scenario, subgroups may arise, for instance, as
a result of agents having similar expertise, being constrained by organisational
policies, or by a coordinated act of collusion by di erent agents. This may be
regarded as a kind of deception, since agents exhibiting some of these traits may
not be reporting their perception objectively. We linearly increase the percentage
of conformity to group behaviour from 0% to 100%. In each case, agents that
conform to group behaviour are selected randomly from the population. Figure 2
shows the e ect of group behaviour on the aggregated result. The deviation from
the ground truth is reported in each case. Although each agent reported with
some uncertainty, given incomplete knowledge on a subject the evaluator took
advantage of the large number of agents queried, and was able to make better
predictions because the noise in the aggregated reports cancelled out, leaving
only reliable reports. However, when the rate of group behaviour increased, as
expected, the reports also became skewed in favour of opinions held by di erent
subgroups, leading to lower accuracy in predictions. An evaluator in such cir-
cumstance may no longer bene t from sampling large number of agents, as each
new report may only be a repetition of an already sampled opinion.

In Figure 2, the performance of the DM model is compared against other
approaches. The metric we are speci cally interested in is the performance of
our Diversity Model compared to other approaches. We considered an approach
based on sampling all agents in the population, which we refer to as théase-
line. Also considered are models based on the trustworthiness of agents, and
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10 Reputation-based Trust Evaluations through Diversity

the random selection of agents. The same number of agents as that sampled
by the DM model was employed to select agents when using the trust model
and the random selection respectively. The trust model involved sampling the
most trustworthy agents in the population. Our rst observation is that all the
models begin very well when there were no group behaviour (at 0%). The pre-
dictions made were closer to the ground truth, with the baseline model slightly
outperforming the other approaches. Also nearly as many agents as the baseline
approach were queried by the DM model. This may be regarded as the worst
case, where no compelling evidence could be established for the formation of
informative groups. However, when evidence of group behaviour in the agent
population emerged, our model was able to exploit this to reduce the number
of agents queried, while still making better predictions. The performance of the
trust model was worse o, undoubtedly caused by the uncertainty in the reports
of the agents in each sampling phase. Speci cally, when there were no expert or
malicious agents in the system, the trust model was unable to learn any useful
pattern in the reliability of agents, and therefore consistently made poor choices.
The approach based on random selection of sources is an uninformed selection
strategy, which leans much on chance. This, as observed is likely to perform
poorly in environments where there are de ned patterns of behaviour among
agents. This observation is encouraging, as it demonstrates the e cacy of the
DM model in guiding decision making rather than relying on chance.

Fig. 2. E ect of group behaviour in aggregated result

E ect of Malicious Sources Until now, we have discussed the scenario in
which agents reported objectively based on incomplete knowledge. However, in
real life settings, agents may not always behave benignly. There may be incentives
for agents to lie, leading to distorted reports aimed at subverting the system. In
this section we consider an attempt by malicious agents to systematically distort
the aggregation result, by reporting a value di erent from their observation.
Our goal was to determine robustness of our model with varying degrees of
deception. As before, we compare the performance of the Diversity Model against
the baseline approach, random selection, and trust Itering. The baseline, as in
previous case, involved sampling all the agents in the population.
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Fig. 3. E ect of malicious sources with 20% Fig. 4. E ect of malicious sources with 80%
group behaviour group behaviour

In the experiment, malicious agents report with a distribution that is di erent
from normal agents. Deceptive reports were drawn from a Gaussian distribution
N(2;0:01), with an attempt at distorting the aggregation result. However normal
agents continued to report according to N(Q1). We gradually increased the
percentage of deception in the system from 0 to 100, and observed the e ect
when group behaviour was kept constant at 20% and 80%, respectively. In each
case, performance of the four approaches was considered, and the number of
agents queried at each instance was also recorded. The number of agents queried
by the diversity model in each case is captured in the result against the diversity
sampling curve, as shown in Figure 3 and Figure 4.

An interesting observation, given this set of experiments is the notable im-
provement in the predictive accuracy of the trust model. Although still out-
performed by the Diversity Model, the trust approach performed signi cantly
better than the the baseline and random approaches. The trust model, in this
instance, was able to learn from its experience when the activity of malicious
agents became obvious and stable in the system. The e ect of deception is all
the more highlighted and ampli ed in the system when considered in parallel
with group behaviour. An analogy of this could be drawn to agents in a social
network, where agents may be in uenced based on the kind of social group they
belong to, or who they listen to. This kind of phenomenon is referred to as ru-
mour spreading in the literature [10]. As observed, the DM model could still
make better predictions because it was able to adjust the weights for di erent
types of sources.

4  Conclusion and Future Work

We have presented a framework for selecting sources of reputational evidence, in
a way that guarantees reliable decisions from small groups of individuals. The
approach presented in this work is oriented towards resource-constrained envi-

23



12 Reputation-based Trust Evaluations through Diversity

ronments where querying of information sources is costly. However, the proposed
approach could also be extended to other environments to facilitate selection of
interaction partners, and to guard against deception, especially the more coor-
dinated attempts of collusion. Where hidden networks de ning group behaviour
exist in the population, our model is able to exploit this in order to limit the
number of information sources sampled while still remaining robust to decep-
tion. Where a nawve approach of evidence aggregation would perform poorly
under these conditions, our model shows positive results that outperforms clas-
sical trust approach.

This work exploits features and perceived behaviour of agents in order to
cluster them into groups. We intend to exploit richer information contexts such
as domain ontology and provenance in future research in order to form better
clusters. For simplicity, this work assumes that malicious agents behave in a con-
sistent manner. We hope to incorporate more complex deception models in order
to evaluate robustness of our model in other scenarios. Although we considered
a very simple sampling mechanism for the selection of information sources, we
intend to incorporate richer sampling techniques, aimed at satisfying di erent
information needs of an application.
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Abstract. Current reputation systems simply aggregate numerical ratings pro-
vided by buyers, but overlook the buyers' subjectivity difference in evaluating
the transactions with a seller. To address this problem, we propose a subjectiv-
ity alignment approach for reputation computation (SARC). It rst requires the
buyers to provide ratings and detailed reviews containing values of objective at-
tributes of the transactions. After that, SARC applies Bayesian learning to model
the correlations between each rating level and each objective attribute, and adopts
a regression analysis model to learn the weights of the attributes, representing
each buyer's subjectivity. Ratings provided by one buyer can then be aligned
(converted) for another buyer according to the two buyers' subjectivity. Evalua-
tion results indicate that SARC can more accurately and stably model sellers' rep-
utation than the BLADE and TRAVOS approaches. It is also not much affected
by deception from dishonest buyers, and more robust to dynamic environments.

Categories: 1.2.11 Distributed Arti cial Intelligence ]: Intelligent agents;
K.4.4 [Electronic Commercd: Trust, Reputation

General Terms: Algorithms; Design

Keywords: subjectivity alignment, bayesian learning, reputation system, multi-
agent system

1 Introduction

In open e-marketplaces, it is not possible for a buyer to have experience with every
seller. On the other hand, dishonest sellers may advertise perfect deals but never de-
liver the promise. Therefore, there is a signi cant risk for buyers when selecting a seller
among many alternatives. To address the issue, reputation systems [7] have been pro-
posed, where buyers who previously bought products from a seller share their experi-
ence, normally in the form of a numerical rating re ecting the level of satisfaction about
the transactions with the seller. These ratings are aggregated to represent the seller's rep-
utation. Other buyers can then rely on the reputation values of sellers to make decisions
on which sellers to do business with.

A rating is a subjective evaluation of a seller by a buyer within the context of a spe-
ci c transaction. Therefore, different ratings could be given for the same transaction by
different buyers. Subjectivity difference may come from two sources. First, when the
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buyer evaluates her satisfaction level with a transaction, she considers each attribute re-
lated to that transaction. Although the information about each attribatgiéstive the
evaluation i.e., satisfactory level) of the attribute value may be subjective and change
from user to user. This is referred toiatra-attribute subjectivityn this paper. For ex-
ample, a product with the price of “USIIBO0" may beexpensivdor buyera, while not

so expensivéor buyerb. Second, when the buyer assigns a satisfaction level to a trans-
action, she may consider some attributes of the transaction more heavily than others.
This is referred to aextra-attribute subjectivityFor example, a buyer with better eco-
nomic conditions may consider a produdjsality more heavily, while another buyer

with worse economic conditions may concern more abouptlue of the product. The
above two aspects together contribute to the subjectivity difference among buyers. Due
to the subjectivity difference, it may not be effective if a buyer directly aggregates other
buyers' ratings to compute seller reputation. The computed reputation values may then
mislead the buyer in selecting business partners.

To effectively address the subjectivity difference problem, we propose a subjec-
tivity alignment approach for reputation computation (SARC). In our approach, each
buyer is equipped with an intelligent (buying) agent. At the beginning of her interac-
tions with the reputation system, a buyeis required to provide her buying agent with
both a single rating and a detailed review containing values of the objective attributes
of transactions with sellers, such pigce anddelivery time for each of a few transac-
tions. Based on these rating-review pairs, the buying agent applies a proposed Bayesian
learning approach to model the correlations between bagegach rating level and
the value of each objective attribute involved in the transactions. The learned correla-
tion function, which represents buyas intra-attribute subjectivitywill then be shared
with the agents of other buyers. The agent of buyalso applies a regression analysis
model to learn the weight of each attribute for bugerepresenting hesxtra-attribute
subjectivity This information will not be shared with other buyers. After the learning
phase, buyea only needs to provide ratings for her transactions with sellers, not de-
tailed reviews.

When another buydyshares a new rating of her transaction with a seller, the agent
of buyera will rst retrieve a rating level for each attribute of the transaction based
on the shared rating and timra-attribute subjectivityof buyerb shared by the agent
of b. The rating levels of the attributes will then be aggregated according to bisyer
extra-attribute subjectivityearned by the agent @t In this way, the rating shared by
buyerb is aligned to that can be used by bugefor computing the reputation of the
seller.

To evaluate the performance of our SARC approach, we simulate an e-commerce
environment involving a number of buyers with different subjectivity in evaluating
products and a set of sellers selling products with different attribute values. In addi-
tion, buyers' subjectivity may change over time, buyers may also intentionally lie about
their evaluation of products, and sellers may change the attribute values of their prod-
ucts. Experimental results con rm that our SARC approach provides suf ciently good
performance in a general setting. It can more accurately and stably model sellers' rep-
utation than the representative competing approaches of BLADE [6] and TRAVOS [8].
Our approach is not dramatically affected by deceptive buyers because it treats dis-
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honest buyers as the ones with different subjectivity. It is also more robust to dynamic
environments.

2 Related Work

Quite a lot of Itering approaches have been proposed to address the problem of sub-
jectivity difference among buyers and unfair ratings intentionally provided by dishonest
buyers to mislead other buyers. For example, some of the approaches Iter out the rat-
ings of some buyers (advisors) whose past ratings differ signi cantly from the ratings of
all advisors [9, 1], the ratings of a particular buyer [8, 10, 5], or the ratings of both [11].
These ltering approaches generally suffer from the risk of losing or discounting some
important information. In contrast, our approach aligns/converts the ratings of the ad-
visor to those that can be directly used by buyers according to the subjectivity of the
buyers and the advisor learned by their agents.

Some other alignment approaches have also been proposed to align advisors' advice
about the trustworthiness of sellers. For example, Koster et al. [3] propose a trust align-
ment approach based on the general framework of Channel Theory. In this approach,
each agent computes its own user's trust evaluation patterns based on the interactions to-
wards the same sellerisq, shared interactions). Then, the generalized patterns are used
to align trust advice provided by advisors. The BLADE approach of Regan et al. [6] ap-
plies Bayesian learning to model sellers' properties and the correlations between sellers'
properties and buyers' ratings. Once a buyer receives a rating from an advisor, she can
infer back the target seller's properties, and then compute the rating of her own towards
the seller on the basis of the inferred properties of the target seller. One shortcoming of
these alignment approaches is that they ignore the intra-attribute subjectivity difference
among buyers. Another shortcoming is that they require the buyer and the advisor to
have shared interactions, which may not be the case in an e-commerce environment
with a large population of sellers. In addition, these approaches generally offer limited

exibility for buyers to deal with the dynamic behavior of sellers and dynamic subjec-
tivity of advisors. In contrast, our SARC approach aligns each rating provided by an
advisor towards a transaction with a seller other than an aggregated trust value of the
seller. In this way, it is not affected by sellers' changing behavior. Our SARC approach
updates the learned subjectivity of buyers (advisors) in certain interval of time to cope
with the possible dynamic subjectivity of advisors. Our SARC approach does not rely
on shared interactions. Instead, the agent of each buyer makes use of the ratings and
detailed reviews provided by the buyer about her transactions with any sellers, to learn
the buyer's intra-attribute and extra-attribute subjectivity.

Collaborative Itering [4] and matrix factorization [2] have been proposed to ad-
dress the subjectivity difference problem in the domain of recommender systems. How-
ever, recommender and reputation systems are different in the sense that reputation sys-
tems concern about sellers who may change behavior over time whereas recommender
systems concentrate on static products. In addition, in reputation systems, a buyer may
have several ratings towards one seller whereas a user has only one rating for one prod-
uct in recommender systems.
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3 The SARC Approach

In an e-marketplace, we denote the set of buyer8by fby;by;bs;:::0. The set

of agents (called buying agents) equipped by corresponding buyers is dendted by
fay;a;as;:::g, and the set of sellers are referred t®as fs;;s;; S3;:::0. The set of
objective attributes for describing a transaction between a buyer and a seller is denoted

the granularity of rating scale).

For a buyety 2 B, the goal of her buying ageat 2 A is to accurately compute
the reputation value of a target selligr 2 S, according toh's subjectivity. In order
to achieve this goal, the buying agemtneeds to consider the ratings of other buyers
(advisors) that evaluate the satisfaction levels about their past transactions with seller
sj . Due to the possible subjectivity difference between biyand the advisors, agent
a; also needs to align/convert ratings of each advisor (for examphesing our SARC
approach.

More speci cally, at the beginning of buyé's interactions with the system, agent
a; asksh to provide a rating for each of her transactions with a seller (which can be any
seller inS). Buying agent; also askdy to provide detailed review information about
each transaction containing the values of the set of objective attributes Based
on the provided information (rating-review pairs), agentmodels a set of correla-
tion evaluation functions (CEFs) for buylar, capturindg 's intra-attribute subjectivity
Each correlation evaluation function is represented Bagesian conditional proba-
bility density functiorthat models the correlation between each rating level and each
objective attribute. Thus, for each buyer, the total number of the correlation evaluation
functions is equal ton  n.

The learned CEFs of buyers will be shared with each other buyer's agent. For a
rating provided by the buyer (advisdn), agenta; can then derive a rating for each
attribute, based on the CEFs sharedpyg agentay and those of buyds's own. Note
that what is derived for an attribute is in fact a set of probability values, each of which
corresponds to a rating level in. The rating level with the highest probability will be
chosen as the rating for the attribute.

Based on the provided rating-review pairs lpy agenta; also learns thextra-
attribute subjectivityof buyerly, which is represented by a set of weights for corre-
sponding attributes ifr . The weight of an attribute is determined by two factors: 1)
the probability value of the rating derived earlier; and 2) the importance of the attribute
learned using a regression analysis model. These weights will not be shared with other
buyers. Once the weights are learned, the aligned rating from that of atlvisan be
computed as the weighted average of the derived ratings for the attributes.

In the next sections, we will describe in great details how SARC models CEFs
based on rating-review pairs, derives a rating for each attribute, learns the weights for
attributes, and computes a (aligned) rating by aggregating the derived ratings for at-
tributes, organized as intra-attribute subjectivity alignment and extra-attribute subjec-
tivity alignment.
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Fig. 1. A Na've Bayesian Network for Ager; of Buyerh to Align Buyerh's Ratingr %

3.1 Intra-attribute Subjectivity Alignment

Given a set of rating-review pairs provided by bupereach of which is for a transac-
tion betweerly and a seller, the rating in a pair indicatg's satisfaction level about the
corresponding transaction, and the review in the pair is a set of values for the attributes
F of the transaction. Buye's agenta; learns the correlation evaluation functions
(CEFs) ofly, each of which is represented by a Bayesian conditional probability den-
sity function. Each CEF is the correlation between a rating level and the values of an
attribute. More speci cally, let us learn CIEE, the correlation function between at-
tributef, and rating levet, for buyerb, wherel u mandl v n.Buying
agenta; rstlearnsp® (ry) (the probability that buyen provides a rating ), p® (f )

(the probability distribution of the values for attribiftg), andp® (ry j f,) (the condi-
tional probability of rating levet, given the distribution of the values for attribitg).

By applying the Bayes' Rule, ageat can derive CEE\, as the conditional probability
distribution of the values for attribufg, given rating level, as follows:

pbi (rvjfu) pbi (fu)

o (1) 1)

CER, = p(fujr)=

In our approach, the agents of buyers share the learned CEFs for their buyers with the
agents of other buyers. Suppose that the ageof a buyer, shares the learned CEF

for be with the agenty; of buyerh . For a ratingr ™ shared by buyeh,, agenta; can

then derive a rating level for each attributelFn We use a Nae Bayesian Network
model to learn the mapping/alignment frofh of buyerb, to the ratings ofy for the
attributes, as illustrated in Figure 1. Although in this model we assume that the attributes
are independent given the ratings of buyers, in the next section, we will learn the relative
weights of the attributes to capture the dependency among the attributes.

Let us take any, 2 F as an example attribute to show how agantlerives a
rating for attributef ,. To do so, agerd; rst estimates the conditional probability of a
rating level inL for attributef ,, given ratingr* provided by buyeby . Take any rating
level r, as an example, ageat computesp® (ry ,jr™), the conditional probability
that buyerhy will assign the rating levet,, to attributef, given the rating ® of
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buyerhy, as follows:

PP (rvjfuir™) pX(fujr™)
o (fu jrysrtx)
bi i b i pbe
:p(rvjftL:) p (fujr>) @)
PO (fujry)
wherep® (f, j r®) is learned by agerd, of buyerh, using Equation 1 and shared
by agenta, to agenta;, p® (f, j ry) is learned bya; itself using Equation 1, and
p° (ry j fy) is obtained by agers; from the rating-review pairs provided by its buyer
b. In Equation 2pP (r, j fu;r®) is equivalent tq® (ry j f,) andp?® (fy j ry;r%)
is equivalent top® (f, j ry) because buyeln provides ratings to corresponding at-
tributes regardless of buyéx's ratings. In other words, buyers evaluate transactions
independently.
For attributef ,, agenty; learns the conditional probability of each rating lexmgl
L according to Equation 2. The aligned rating of attribiutefor buyerb on the basis
of buyerhy's rating is then determined as the rating level with the highest probability
value, as follows:

pbi (rvs ujrbk)

o = argmax(p® (rvz, ir™)) ©)

Iy
The aligned ratings for other attributeskncan also be determined in the same way
according to Equations 2 and 3.

3.2 Extra-attribute Subjectivity Alignment

After the ratings of the attributes are obtained, agemdf buyerh then aggregates the
ratings to represent an aligned rating of the ratifigshared by buyen, . To do this a;
needs to rst determine a weight for each attributd-iras buyely may concern more
about one attribute over another.

The weight of an attributé, is determined by two factors. One factor is the con-
dence C, about the ratingfj‘;k derived for the attributé, using Equations 2 and 3.
The con dence can be represented as the conditional probability value of the derived
rating, p® (rﬁ';kjrbk) estimated using Equation 2. A larger probability value means that
it is more probable that the derived rating for attribtiteshould berfji;k according to
buyerby's rating and the subjectivity of buyeks andhy. In another word, the larger
the probability is, the more reliable the derived rathﬁg is. Thus, we have:

Cu = P (roir™) (4)

Another factor to determine the weight for attribditeis the importancé, of f
in buyerly's view. The importancé, can be modeled as the coef cient of attribdite
by a regression analysis model, based on the rating-review pairs providgdNdgre
speci cally, given the rating-review pairs, we compute the coef cients for attributes by
minimizing the aggregated difference between the true ratings in the rating-review pairs
of b and the ratings, each of which is predicted for a review by the following equation:
X
ro=lo+  Myly Vi, +" (5)

u
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wherergi is the predicted rating for a revieW; , is the value of ; in the review| ¢ is

a constant, antl is residual. So, the coefcients=[1g;11;:::;1m] can be computed
by:
10=(X°X) X°y (6)
where if there are rating-review pairs for buydg in total,
3 2 3
1f 11 - .- fm 1 r
flg L fm2 ]
X=6. . . . L, Y=06,.
1fciiifme le

After the weight (con dence and importance) of each attribute is determined, the
aligned rating’/ can be computed as the weighted average of the ratings for attributes
derived using Equations 2 and 3, as follows:

P b
rb, - Lr?f,l rul;k Cu Iu
X u=1 Cu o

()

After aligning all ratings shared by all buyers (advisors), the reputation value of
sellers; in the view ofby can be computed as, for example, the average of the aligned
ratings.

4 Experimentation

In this section, we carry out experiments to evaluate the performance of our SARC ap-
proach and compare it with some representative competing approaches. We simulate an
e-commerce environment involving 50 sellers and 200 buyers. In our simulations, sell-
ers may provide different products. Their products are all different PC con gurations
with ve objective attributes, namelyrice, Speed of CPUProcessor TypeGraphics
Card Type andHard Drive Sizewith ranges presented in Table 1. For each seller, the
values of the ve attributes of her products are randomly chosen within the ranges.

Buyers may have different subjectivity in evaluating their transactions with (the
products of) sellers. We simulate both buyers' intra-attribute subjectivity and extra-
attribute subjectivity. To be speci ¢, we assume that a buyer's rating for a transaction
with a seller is derived as follows. First, the buyer evaluates each objective attribute ac-
cording to a speci c intrinsic (taste) function. In our experiments, buyers' intra-attribute
subjectivity is simulated as an approxim&@aussian DistributionThat is, for each at-
tribute, the probability of each rating level given by a buyer is in the form of a normal
distribution. Second, the buyer places random weights (in the domain of [0,1]) on dif-
ferent attributes, and computes the weighted average of her evaluations on attributes as
a single rating for the transaction. Since buyers can only give ratings under the prede-
ned rating scale in reality, the simulated rating is chosen from the prede ned rating
scale that is the closest to the weighted average.

In the experiments, we also implement a baseline approach without subjectivity
alignment, which computes seller reputation by directly averaging the ratings collected

31



8 Hui Fang, Jie Zhang, Murat Sendoynd Nadia Magnenat Thalmann

Table 1.Product Attributes and Value Ranges

Dimension Type Ranges
Price Doublg$100-$10,000
Speed of CPU  |Doublg 1-10 GHZ
Processor Type | Char 5 types
Graphics Card Type | Char 2 types
Hard Drive Size |Integer 40-1000GB

from other buyers. We choose to implement TRAVOS [8], a representative Itering
approach (see the Related Work section for details). BLADE [6] is chosen instead of
the approach of Koster et al. [3] because they are very similar and the approach of
Koster et al. is complicated to implement.

We compare the performance of these approaches with our approach in reputation
computation. The performance of an approach is measured as the mean absolute error
(MAE) between seller reputation computed for each buyer using the approach, and that
using the ratings according to each buyer's own subjectivity (representing the ground
truth about seller reputation with respect to the buyer).

To simulate real-world e-commerce environments, we set several important parame-
ters for our simulations, including information availability, dynamic behavior of sellers,
dynamic subjectivity of buyers, ratio of liars (dishonest buyers), and granularity of rat-
ing scale.

Information availabilityrefers to the amount of available information required by
different approaches for subjectivity alignment. Two types of information are needed by
our approach. One is the detailed reviews describing the objective attributes of transac-
tions between buyers and sellers. This information is used by our approach to model the
correlation evaluation functions (CEFs) and the importance of the attributes for buyers.
We vary thenumber of detailed reviewdN, ) to see how the performance of our ap-
proach is affected by this parameter. Another type of information contributing to our
approach is the number of objective attributes. In reality, some attribetgsappear-
ance may not be objective. The total number of objective attributes in our simulations
may thus be less than 5. We vary tiagio of objective attribute$Rqp; ) to be0%, 20%,

40%, 60%, 80% and100% to see how much the performance of our approach will be
affected. One type of information required by the BLADE approach is shared interac-
tions where buyers and advisors have interacted with some same sellers. We vary the
ratio of shared interaction$R;) to see how this parameter affects the performance of
BLADE.

We also set the parametBeeer to capture thelynamic behavior of sellerdn
real-world e-commerce environments, sellers may change their behavior over time. For
example, they may provide products of high quality at rst, but those of low quality
after earning enough reputation. In our experiments, dynamic behavior of sellers is
simulated by changing the quality of their produdts.(the values of a subset of the
objective attributes in Table 1).
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(@ (b)

(c) (d)
Fig. 2. (a) Performance Comparison in the Basic Environment; (b) Performance When Varying
Ratio of Objective Attributes; (c) Performance When Varying Granularity of Rating Scale; (d)
Performance When Varying Number of Detailed Reviews

Buyers may also adjust their subjectivity over time. Dynamic subjectivity of buyers
(Pouyer ) is captured in their rating procedure by adjustinga-attribute subjectivity
or extra-attribute subjectivityor both.

Ratio of liars(Rjior ) is adopted to re ect the deception problem in real e-marketplaces
where some buyers may lie about their experience with sellers. Following the work
of [10, 9, 8], we also simulate the complementary lying behavior where if a true rating
to a seller iz in the scale of0; 1], the liar will modify the ratingad r.

Granularity of rating scaldGscqie ) refers to the number of rating levels. It may be
different for different reputation systems. In our experiments, we will study the effect
of the granularity of rating scale by varyi@gcae from 2to 10.

We vary the values of the above parameters to simulate basic, deceptive and dy-
namic environments, respectively.

Basic Environment We rst simulate a basic environment without any variation of the
parametersi@., Rjar = 0, Pseler = 0, Pouyer = 0), and compare the performance

of our approach and that of the three competing approaches, including the baseline ap-
proach, TRAVOS and BLADE. We compute their mean absolute error (MAE) values
for computing the reputation of sellers in different epoches. In each epoch, each buyer
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(@ (b)

(©) (d)
Fig. 3. (a) Performance When Varying Ratio of Shared Interactions; (b) Performance When Vary-
ing Ratio of Lying Buyers; (c) Performance for Sellers' Changing Behavior; (d) Performance for
Buyers' Changing Subjectivity

interacts with one seller in the marketplace. From the results shown in Figure 2(a),
we can see that our approach performs consistently the best no matter whether buyers
have more or less experience with sellers. Because both TRAVOS and BLADE require
shared interactions, their performance is limited. Both TRAVOS and BLADE perform
slightly better than the baseline approach. The performance difference between the dif-
ferent approaches is reduced when buyers have more experience with sellers in the
marketplace.

Based on the basic environment, we then vary some parameters to examine their
effects. We rst examine how the ratio of objective attribuRs,; affects our SARC
approach. We varfRq,; from 0% to 100%for our SARC approach, while kedqp;
to be 100% for BLADE. As shown in Figure 2(b), SARC performs slightly worse
than BLADE when there are no objective attributes. However, it performs better than
BLADE when there are more tha20% of objective attributes. The performance of
SARC consistently increases as the ratio of objective attributes increases. But, the in-
crement becomes smaller whBg,,  20%

The larger the granularity of the rating sca@s{ae ) is, the easier to learn buyers'
subjectivity because buyers' subjectivity can be better captured by the larger granu-
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larity of the rating scale. This trend is veri ed by our experiment. In Figure 2(c), we
plot the MAE results of the four approaches when vary@g,e from 2 to 10. The

gure shows that the performance of SARC is signi cantly greater than the baseline
approach, TRAVOS and BLADE. On average, the performance of SARC improves as
Gscale iNCreases.

We also vary the number of detailed reviews; | provided by buyers froni to
30. We try to gure out a reasonabld, for SARC. As shown in Figure 2(d), when
N, increases fronl to 5, the performance of SARC increases signi cantly. While
is larger tharb, as the increase df,, the performance of SARC also increases, but
in a much smaller degree. This is simply because SARC requires only a few detailed
reviews to learn buyers' subjectivity well. After that, any additional information leads
to only small improvement. Thus, we can chod@sas the acceptable minimuh, .
Besides, SARC performs better than the baseline approach and BLADE in all the cases
for N,.

BLADE requires shared interactions in order to learn buyers' subjectivity. However,
in real e-marketplaces, shared interactions are generally very sparse. In this experiment,
we x the number of past interactions for each buyer, but vary the ratio of shared inter-
actions R;) from 0% to 100% For each ratio value, MAE is computed as the average
of ve repeated runs. Figure 3(a) indicates that BLADE performs signi cantly worse
than SARC wherR; is in the range fron0% to 30% The performance of BLADE
increases with the increase®f.

Deceptive Environment In this experiment, we examine the effect of deception (buy-
ers lying about their past experience) on different approaches. We vary the ratio of liars
(Riiar ) from 0% to 100% and plot the MAE results of different approaches in Fig-
ure 3(b). We can see that the performance of TRAVOS does not decrease niygh as
increases. Our SARC performs much better than the other three models Rganyit

is not dramatically affected by lying buyers because SARC learns a buyer's subjectivity
from the buyer's own past experience and treats lying buyers as buyers with different
subjectivity. WherRjipr is larger thar0:5, BLADE performs worse than TRAVOS, but
consistently better than the baseline approach. Note that in the environment where most
buyers are liars, the performances of other models are not so bad. This is mainly be-
cause buyers have different subjectivity in our simulations. The effect of buyers' lying
behavior may be reduced by the subjectivity difference among buyers, and vice versa.

Dynamic Environment In this experiment, we simulate the environment where sellers
may change the quality of their provided products in their transactions with buyers. We
de ne a prede ned parametePsqjier , 10 represent the probability that each seller may
vary the values of the ve attributes of her provided products. We assume that sellers
only change their behavior once in the marketplace. Once their behavior is changed,
they will keep the behavioPgeer is ranged fromO to 1 and increased b:05 in

our experiment. The MAE results for SARC and other three approaches are plotted in
Figure 3(c), which demonstrates that the performance of SARC is not sensitive to the
dynamic behavior of sellers, and it performs almost consistently in all cases, while the
performance of Baseline, TRAVOS and BLADE gets worse as the incred®ggf .
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The main reason is that SARC models the rating behavior (subjectivity) of each buyer
from the buyer's own experience, which is independent of sellers' behavior change. For
TRAVOS and BLADE, they rely on past shared interactions between the buyer and ad-
visors, and these shared interactions may not be suitable source information used for
aligning the buyer's subjectivity due to the possible behavior change of sellers in the
shared interactions. For example, for a buyer and an advisor with the same subjectivity,
if they interact with a seller in different time periods where the seller has changed be-
havior, TRAVOS may incorrectly treat the advisor as a liar and BLADE may incorrectly
conclude that the buyer and the advisor have different subjectivity.

In a marketplace, buyers may also change or adjust their subjectivity after several
interactions with sellers. In this experiment, we assume that buyers will change their
subjectivity with a certain prede ned probabilitf,,yer . Same as the previous experi-
ment, buyers only change their subjectivity once in the marketplace and then keep their
changed subjectivity in the following interactions with sellers. Figure 3(d) shows that
the performance of SARC is not affected by buyers' dynamic subjectivity. In SARC,
buying agents can update the learned subjectivity of buyers by acquiring their buyers'
own recent experience, which provides exibility to deal with their buyers' dynamic
subjectivity. The performance of BLADE becomes almost equivalent to that of Baseline
asPpuyer increases, and is consistently lower than SARC. In BLADE, once a buyer's
subjectivity is changed, her buying agent cannot align ratings from advisors effectively
because new shared interactions between the buyer and advisors are needed. TRAVOS
performs worse than Baseline Bg,yer increases because the learned results of advi-
sors become misleading after they change subjectivity.

5 Conclusion and Future Work

In this paper, we proposed a subjectivity alignment approach for reputation computa-
tion, SARC, to address the subjectivity difference problem. In SARC, buyers' subjec-
tivity is learned based on the ratings and detailed reviews they provide about the ob-
jective attributes of their transactions with sellers. More speci cally, SARC separately
learns thantra-attribute subjectivityandextra-attribute subjectivitpf buyers. Buyers'
intra-attribute subjectivityis modeled using Bayesian learning. Thektra-attribute
subjectivityis learned using a regression analysis model. We also conducted various
experiments to compare the performance of our approach with that of other three com-
peting models, including the baseline approach, TRAVOS and BLADE. Experimental
results demonstrate that: 1) SARC performs better than the other three approaches, and
can more accurately and stably model sellers' reputation; 2) SARC is capable of cop-
ing with environments with deception and dynamic buyer and seller behavior; 3) the
requirement of detailed reviews and objective attributes is not very restrictive.

For future work, we will conduct more experiments on real data obtained from, for
example, eBay (www.ebay.com) to further validate the effectiveness of our approach.
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Abstract. Previous work has used theories of evidence to incorporate belief into
trust and reputation systems. Some important questions that remaisyédmw
are how agents might recover reputation lost in disputed transacticth$ican

new agents with little or no past transaction history might enter the trust net-
work. We attempt to address these issues by extending previous wogkthe
Dempster-Shafer theory of evidence to include formal argumentaReasons

for past bad transaction assignment can be taken into account in msadt@ns

and discounted by importance. New agents can participate in trust nstiyprk
forwarding evidence as arguments in a distributed reputation systemrésen

our preliminary model on incorporation of argumentation frameworls tirust
management systems to support more complex reasoning mechanisms

Keywords: Dempster-Shafer theory, argumentation, trust.

1 Introduction

Trust and reputation systems have gained widespread usaramacreasingly impor-
tant in distributed online applications. Online nancighmsactions, social networking
and mobilead hocnetworks are some typical examples where trust is used weghe
potential for successful exchange. A variety of researsmiadeled methods for build-
ing reputation and combining reputation into the notiorro$t[9, 12, 14-17]. De ning
and measuring the quality of trust, nding out domain suigaibcentives to encourage
participation, dealing with false identities that aim tadive others by contaminating
trust and decreasing trust transitivity are some potergsgarch areas.

Most reputation systems assume the existence of a prettusttnetwork, where
some initial trust values are already in place. Very few feva basis for deriving
the initial value when past transaction records are uraivigl Another interesting area
deserving attention is the recovery of reputation after alsmumber of anomalous
bad transactions. How might a trust query distinguish betwtieansactions with some
strong reason why the outcome was bad and transactions whtsemes were judged
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bad for minor reasons? In these cases, the target agentdéeachbas no way to defend
itself. Again, most reputation systems consider only “e#ses” (who participate in the
transaction by giving reference) or “target agents” (absbibm the query pertains).
But there could be other agents that are neither targeteference providers, yet have
some relevant information that could be very helpful in makdecisions about trust.
Currently, these agents and their information are mostijfemted in decision making.

We assert thadrgumentationis a mechanism which gathers both complete and
incomplete information from dierent sources and reaches a conclusion through logical
reasoning. Consider the situation when a seller in a ndrtcénsaction is tagged as
untrustworthy and wishes to defend himself. Argumentagibows us to logically infer
the reason behind a supposed bad transaction from the jtfope€xchanged between
the buyer and the seller agents involved.

Here, we describe our preliminary work in using argumeatetd address the above
areas in reputation and trust management. We extend the afofik and Singh [22],
which proposes a distributed reputation management sysierg the Dempster-Shafer
theory of evidence. In the following sections, we descrite bhackground work, fol-
lowed with the extensions in our model.

2 Background

In [22], the authors proposed a reputation managementrayatieich employs the
Dempster-Shafer theory of evidence as the underlying ctatipnal framework. Their
model applies the Dempster-Shafer belief function and Detemls rule of combination
to compute local and total belief of agents. Our model exdevidand Singh's model
[22] and resolves the scenario when an agent wants to deferselfito retrieve his past
good reputation. In addition, we propose a mechanism tceggde discrete but relevant
information from trusted agents and use this in measuritigfie a speci c agent. We
also discuss rewards and penalties to control the ow of entils information between
agents.

In Section 2.1, we give the basic notions of the DempstefeshEheory of evi-
dence, which is the foundation for Yu and Singh's work anddor extensions. Then
we describe how Dempster-Shafer theory was issued by Yu iggth In Sections 2.2
and 2.3, we elaborate very brie y on Yu and Singh's way of caotipy “local trust”
from past transactions and “total trust” by combining thealotrust values of neigh-
bors. Section 3 then introduces argumentation and desdniiae argumentation can be
used to extend the kind of reasoning possible in Yu and Séngbtk. Finally, Section
4 summarizes and outlines future work.

2.1 Dempster-Shafer Theory

The seminal work on the Dempster-Shafer (DS) theory of exdidds Shafer's work
“A Mathematical Theory of Evidence” [20] which is an extemsiof Dempster's work
“Upper and Lower Probabilities induced by a Multivalued Ndamg” [4]. We can say
DS theory is a generalization of traditional probabilitedny, except that in DS theory,
probabilities are assigned to sets of hypotheses insteadsaigle hypothesis. This
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property makes DS theory more expressive then simple pilitigabeory. In DS theory,
there is no relationship between believing in a hypothesisdisbelieving it. Say agent
A's belief in some hypothesis is 0.8. According to DS theorysinot necessary to
assign the remaining 0.2 to be disbelief in the hypothesis;aiher it could be assigned
to the set of all the possible hypotheses, indicating a Iddknowledge about them.
As evidence is accumulated, the uncertainty narrows dowa $abset of the entire
hypothesis set [11]. Say we have two hypotheBesnd: T, then BelT) represents
belief in hypothesid, Bel(: T) represents belief in hypothesi§’, which is disbelief
in T, andBel(fT;: Tg represents belief in the hypothe3icor : T, which represents a
lack of belief inT or: T, or, alternatively, uncertainty about which'dfand: T is true.

Another feature of DS theory is that it does not requaineriori knowledge, which
makes it appealing in cases with no previous data.

Below we introduce the terminology upon which we base oukwor

De nition 1 (Frame of Discernment). TheFrame of Discernment is the set of ex-
haustive and mutually exclusive hypotheses under corgider

While DS theory allows for arbitrary frames of discernmentitiis paper we will typ-
ically be concerned with frames of discernment that conjtasha proposition and its
negationfT;: Tg

De nition 2 (Basic Probability Assignment). TheBasic Probability Assignme(BPA)

is a function mapping the power set of the frame of discerntoethe interval between

0 and 1. The BPA of the null set 8 and the summation of BPA's of all the subsets of
the power set i4.

We can write the constraints on the basic probability assat as follows,
m:2 ! [0;1]
where = fT;: Tgis the frame of discernment. We will write for 2 , and so we have:
m(;) =0

and X
mA) =1
AL
Thus:
mfTg+m(f: T9+m(fT;: Tg=1
m(A) is also called the basic probability number and is the measithe belief that is
committed exactly té\ and does not include any belief committed to any subsefs of

De nition 3 (Belief Function). For a subset A, th&elief FunctionBel(A) sums the
basic probability number, or total belief, of all the nonemgubsets of A which are
also called theé~ocal Elementsf BelA). The Belief Function of A is de ned as:
X
Bel(A) = m(B)

B A
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Thus,
Bel(fT;: T9 = m(fTg + m(f: T+ m(fT;: Tg=1

For individual membersBel andm are the same. ThereforBel(fTg = m(fTg and
Belf: T9 = m(f: Tg.

2.2 Local Belief from Statistical Data

[22] gives two ways to evaluate the trustworthiness of amgizgent, called the target.
The rst is used when some other agent has signt previous experience with the
target agent. In this case, the agent will build its localdfebwards the target from
the historical data. The process is as follows: after eautstiction, the agent collects
its user's rating about the transaction and saves the JatagtH of them. Suppose
agentA has had several past transactions with agereand he wants to evaluate the
trust he assigns t&/'. Thresholds and! are de ned as theipper and lower trust
limits of agentA respectively. Functiori( ) returns the probability of a given value
where 2 f0:0;0:1;0:2;:::;1:0grepresents the quality of the services re ected in past
transaction ratings fov. A's local belief towardd/, according to [22] is the following:

Xt

BekfTg = m(fTg = f()
o

Bek: T9= m(f: T9g= ()
0
X

Bel(fT;: T9 = m(fT;: T9 = f()

2.3 Combining Beliefs of the Witnesses

The second approach to evaluating trustworthiness in P&jliecting local belief from
the witnesses. Suppose thatloes not have many past transactions with the target
In this model,A will ask for references from its trusted neighbors. If thegvér had
enough transactions witt, they will already have computed their local trust and can
pass that value té. If, however, they also lack sucient transaction history, they will
pass a reference to another of their trusted agents in tima.réferenced agent then
supplies its local trust aboMt or passes along yet another reference. The authors de ne
a depthLimitas the maximum length of the referral chain. Lebe the focal element
of belief functionBel overL . Bell andBel2 are two belief functions ovdr based on

di erent evidencanl andm2 are the BPA's oBell andBel2, respectively. According
to Dempster's rule of combinatigmn=m1( ) m2( ) will be the new combined BPA
over , which is the sum of the forrn1(X)m2(Y), whereX andY range over all subsets
whose intersection is. Therefore,

m(;)=0
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and p
m( ) = X\ Vi m1(X)m2(Y;)

1 xyy. miX)m2(Y;))
Here,fXy; Xz; 1 i : Xngare the focal elements ofil, andfYy; Y, : ::Yygare the focal ele-
ments ofm2. And, X

m1(<)m2(Y;) < 1
Xi\ Yi=;
is also calledcon ict. This indicates the con ict between two distinct bodies woi-e
dence.

In the model, and are de ned as the functions that return the local belief and
total beliefs of an agent, respectively. Therefore, in trespnce of the withesses=
fwy; wo; 1 iwihg agentA will update its total belief ove¥, considering all of the local
beliefs from its witnesses.

A= w Wy e Wi
As threshold for trustworthiness is then de ned. Agénwill trust agentV if,

. a(fTv@ a(f: Tyg trustthreshold, in the case when agAmonstructs its local
belief from its own historical data.

. A(fTvd  a(f: Ty9 trust threshold, when age®t constructs its total belief,
combining the local belief of its witnesses.

Having described the approach suggested by Yu and Singh,ilivgonon to de-
scribe how argumentation can be used to extend the model.

3 Argumentation to Compute Trust

In the following sections, we will rst describe the basiems of argumentation frame-
works and the acceptability semantics. In later sectiorsyill describe our model in
di erent scenarios.

3.1 Argumentation Background

In this subsection, we brie y describe some key element&rgimentationWe follow

Dung's notions of argumentation [5], where an argumenteftiamework is an abstract

entity whose role is determined by its relation to other ergots.

De nition 4 (Argumentation Framework). Anargumentation frameworik a pair:
AF = PARRi

where AR is the set of arguments and R is the binary attackoelaetween arguments.
Thatis, R AR AR.
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For two argument# andB, we sayA attacksB if (A;B) 2 R.

To illustrate further the notion of argumentation, we ar@sidering a particular
argumentation system stated in [2] that handles incomsigtan the knowledge base.
According to [2], arguments are built from a propositionablvledge base that could
be inconsistent. stands for classical inference andgtands for logical equivalence.

De nition 5 (Argument). [2] An argument is a pail(H; h), where H such that
H™ h

H is assumed to be consistent and minimal (for set inclusidri¥ called the support,

and h is the conclusion of the argument.

To illustrate the attack relation a little more, [7] de nedd relations,RebutandUn-
dercut which are as follows:

De nition 6 (Rebut). Let (H1;hl) and (H2;h2) be two arguments(H1;hl) rebuts
(H2;h2)i hl : h2.

De nition 7 (Undercut). Let(H1;hl)and(H2; h2) be two argumentgH1; hl) under-
cuts H2;h2)i 9h2 H2suchthath : hl

Though the de nition of attack in [2] includes the notion @hut, we do not use rebut
here because it has been shown to have some unfortunatejaenses for argumenta-
tion systems using propositional logic [1].

De nition 8 (Con ict Free). We say, a set S onict-freeif 8BA2 S,@ 2 S such
that(B;A) 2R

De nition 9 (Acceptable). An argument A isacceptablewith respect to a set S i
8B 2 AR, if(B;A) 2 R, then9C 2 S such tha(C; B) 2 R.

That is, an argument is acceptable to a rational agerigican defend that argument
from his own knowledge base.

De nition 10 (Admissable). Consider S as a con ict-free set of arguments in the
frameworkhAR, Attack$. S isadmissiblei each argument in that set is acceptable
with respectto set S.

De nition 11 (Preferred Extension). A preferred extensiois the maximal (with re-
spect to set inclusion) admissible set of the argumentditaonework AF.

Example 1.Let AF = hfA; B; Cg f(B; A)(C; B)gi. Clearly, here the preferred extension
E =fA;Cg

Example 2.Let AF = hfA; Bg f(A; B); (B; A)gi. There are two preferred extensiofag
andfBg

Example 3.Let AF = hfA; Ag f(A; A)gi. Here the preferred extension is the empty set.

De nition 12 (Stable Extension). A con ict-free set of arguments S will bestable
extension(SE) i S = fAj8B < S will be attacked by &
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In examples 1 and 2 above, the preferred extensions aretalsle extensions. But in
example 3, the empty set is not a stable extension.

The preferred and stable extensions are considered to leathetulous— they
consider an argument to be acceptable when a more skeptjpalach might not. Ar-
gumentation also has more skeptical notions of an extengioch we will introduce
below.

De nition 13 (Characteristic Function). Dung de ned a monotonicharacteristic func-
tion Far that returns theacceptable sefsr each input set.

That is,
Fap i 2°R1 28R

Far(S) : fAjJAis acceptable with respect 8y

Dung also showed that if the argumentation framework isanitwhich is, for each
argument, there are a nite number of arguments that attatkenF ¢ is continuous
and its least xed point can be can be found by iterativelylgimg it to the empty set.

De nition 14 (Complete Extension).An admissible set S is@omplete Extension
all arguments defended by S are alsoin S.

There could be more than one complete extension each condisyy to a particular
viewpoint.

De nition 15 (Grounded Extension). A con ict-free set of arguments S is t@ounded
Extensionif it is the minimal (with respect to set inclusion) complexension.

defeated as well as all those arguments that are supporedigior indirectly by these
un-attacked arguments. A grounded extension is alsd_¢ast Fixed Poinbf Far.

In example 1fA;Cgis also the grounded extension, but in example 2, the gralnde
extension is empty. In other words, we can say that a sképdaaoner will conclude
nothing if the grounded extension is empty.

3.2 First Scenario: Target Has No Historical Data

In this scenario, we consider the situation when an agemsieeransact with another
one with whom he has no previous experience and no refeupp&e, a buyex; has

to buy a product from selleY;, NeitherX; nor any of his neighbors have any previous
transactions withy;. How is X; going to decide if he will trus¥; or not? Consider the
conversation betweeX andY; to be as follows:

X% claims: fA; B;C; Dg
Y{sclaims: fa;b;c;dg

From Figure 1(a), we can see thjts claim a is attacked byX;'s A. Y; backed up his
claim with b, which attacksA. b is again attacked bi('s claimsC andD. In the same
way, D is attacked byl andc, andB attacksc. At this point,X; will build an argumen-
tation frameworkAF out of the conversation and compute the stable extensicere H
we are assuming a meaningful argument should be well-faliadd coherent. As we
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(a) graphical representation of dialogue (b) argumentation frankewdér,
after providing evidence

Fig. 1. Conversation betweex andY;

are also assuming all agents are skeptical reasoners, fh@ewide nothing unless a
winning extension is found.

Xi's AF and the generated stable extensions will look like the falhg (we follow
Dung's notion of abstract argumentation here):

F = bArg; Atti
= htA; B; C; D; & b; ¢; dg (A; a); (b; A); (C; b); (D; b); (d; D); (c; D); (B; c)gi

whereSEy = fA; B;C; DgandSE, = fa; b; c;dg

As our agents are skeptical reasoners, they tend to follewtbhunded extension as
its conclusions are not controversial. Figure 1(a) shows$as two unattacked claims
B andC andY; has one unattacked claich At this point, we can say; has two
arguments that no one can attack but can we say}{haas two arguments that no one
can disprove? No. If we follow this process, anyongjis place can provide as many
arguments as he can for the sake of winning. Unfortunatkiy, dould happen both
ways around and could go on and on, which will destroy the-feeihded structure of
the framework.

Instead of computing the conventional grounded extenskdt) (we propose aex-
tendedGEwhich is limited to consideringvidenceas the starting point. In our model,
evidenceis the vital element to win an argument. Our opinion is thigoimeone is
saying something true he should be able to support his clatmevidence. Here by
“evidence”, we are indicating statements about the grownth bf the domain which
are non-con icting if the domain is consistent. At this pbineitherX; norY; has pro-
vided any evidence. This forces them to supply evidencertdyfaheir claims. In Fig-
ure 1(b), we see thaX; supports his clain€ with evidence. As evidence provides the
non-con icting ground truth, the attacked arguments wilt@matically be eliminated.
Therefore,r eliminatesb. Likewise, Y; supports his claint with evidenceg, which
eliminatesB. The agent must iteratively return arguments which are sedves evi-
dence or have evidence as a supporting argument. Thesdimithate the arguments
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that these arguments attack. This process follows untiatents reach a conclusion.
After elimination, the new stable extensions will look litke following:

SE = fA;C;rg
SE, = fa;c;d;qg

At this point, both of the stable extensions have exactly mipee of evidence. In
our model, the evaluator will break this tie by considerihg tlepth of the supporting
evidence. We extend the idea dépthLimig from Yu and Singh [22] and propose
depthLimit which denotes the number of hops the evidence is away fronoléie
it is supporting. In the example abovejs two hops away from the initial claim,
andq is six hops away from its initial claira. Intuitively, evidence is more relevant if
depthLimit is short, and evidence becomes more irrelevamtegsthLimit increases.
This makesSEy, the winner. ThereforeY; fails to defend his claims, ang will rate Y;
from its lower trust limit range which will be used later toropute the BPA ofY;, and
afterwards belief irY;.

Fig. 2. Trust Scale of agerX;

Consider the following exampleXi's upper trust limit is = 0:8 and lower trust

limitis ! = 0:4. Therefore, all the transactions with= [0:8; 1.0] count forfTgand
= [0;0:4] count forf: Tg The rest count fofT;: Tg The scenario we present is a

special case wher¥ has no previous data aboM}. X; will select a value from its
lower trust limit range [00:4], depending on how badly; failed to defend himself as
a prior rating forY;. Let X; select @ as the initial rating foiY; andX;'s probability of
making a good decision asd) A potential way of measuring initial local beli8elin
Y; could be:

Bel(Y;) = Good deusphs taken by Prior rating forY; = 0:8 0:2= 0:16
Total decisions taken

ThoughX's probability of making a good decision is high, the ressltdw due to
Yj's poor rating. If this value is below the risk threshold, & will not engage in any
communication or transactions witfj.

The idea ofdepthLimit to count the number of hops across pieces of evidence
could later be used in risk analysis. As we said before, exieés more relevant when
it supports claims closer to the primary claim. Hence, wesan

depthLimit / risk
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Some researchers propose a semantics (the ideal sema#miicis) less skeptical then
grounded extension but more skeptical than preferred siieri6]. In our model, we
can control the skepticism by takimg pthLimit into account. Intuitively:

depthLimit / skepticism

We assume that each agent has its distinct risk thresholchvdulely depends on the
current state of that agent. A higher risk threshold indisahe agent is capable of
taking more risk. Therefore we can say that an agent with b hgk threshold can
choose to consider evidence with largigpthLimit. ThusdepthLimit could be a
potential factor to consider in analyzing trust sensiivitote that we reserve discussion
of risk analysis and trust sensitivity for future work.

3.3 Second Scenario: Target has Transaction History

In this section, the seller is known to the buyer. As the blhas had previous trans-

actions with the seller, it will build its local trust from éhprevious trust rating using

Dempster-Shafer theory. Consider the followig:has had six previous transactions
with Y;. After the last transactiony's ratings are, say0:2; 0.6; 0:9; 0.7, 0:3;0:2g Let

x 2 0:2;0:6;0:9; 0:7; 0:3; 0:2g According to Dempster-Shafer theo¥,s BPA will be:

X
m(fTg = f(x) = 1-6 = 0:167
=0:8
1%0:4
m(f: Tg = f(x)=16 3=05
0
X%0:8
m(fT;: Tg = f(x)=16 2=0:333
1 =0:4

Therefore, the belief values fof; would be:

Bel(fTg = 0:167
Bel(f: Tg =05
Bel(fT;: Tg = 0:333
As we can seeBel(fTg Bel(f: Tg is negative (0:333), which is obviously a lot less

then the trust threshold. Thus the buyer will not engage inteamsactions with the
seller.

In the equation used for deciding “to trust” or “not to trust”
Bel(fT9 Bel(f: T9 trust threshold

if the di erence is large (the seller is either highly trusted or highstrusted), then
it will follow the same process. But if the derence is small, which is, a big number
of transactions fall under an uncertain state, then the rowifefollow the process of
the rst scenario, outlined in Section 3.2, to see if the entrtransaction can limit the
uncertain state.
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3.4 Third Scenario: Combining Trust in a Prebuilt Trust Netw ork

In most practical cases, the evaluator or buyer does notdrawegh transactions or has
no transactions at all with the desired seller. Here, bugéten look forreferrals to
the learn something about the seller. The situation whemefeorals are available was
described in Section 3.2. Now we are going to describe the @asombining referrals.
In our model, the buyer or evaluator sends out the query toussed neighbors asking
for testimonies about the seller. If the neighbors have ggstrience and have built a
local belief structure (in the way described in Section 3t2¢n they pass their belief
value(s} to the buyer. In cases where the seller is also unknown to e¢ighbor, the
neighbor may pass a referral on to a potential agent who may prest experience with
the seller. This process follows until the evaluator getsdbsired testimony (or there
are no more agents left to query). As mentioned earlier, #, [the authors present
depthLimik, which denotes the length of the referral chain. We intredseme addi-
tional constraints here. te pthLimik falls outside of a given range, then the seller will
be treated as a newcomer with no referral history; and thessimedescribed in Section
3.2 will be followed. This range will be set by risk analysidjich is a topic we reserve
for future work.

Fig. 3. Local trust propagation in pre-built trust network

4 Multiple belief values may exist, for example, where beliefs are contextshlind a vector
associates individual beliefs with a set of contexts. Here, we abstexobtion of belief into
a single value and reserve discussion of belief as a complex data strimtéwture work.
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Consider the graph in Figure 3. Our buyAr,sends out a query about sell@érto
its trusted neighbor8, D and E. Among them, onlyB has previous experience with
C and has hence built a local belief structure ab@uThis local belief will be passed
on as a testimony té. The transaction will be betweeh andC; andC's dialogues,
along with its testimony, will be passed £ At the same timeD andE will pass the
query toG andF, respectively. It is a very common scenario in practicaksabatG
andF have no information abo@, but they do have experience about the product he is
selling—which is crucial in making a decision, but was notlexiy requested in the
query. These claims, along with the testimonies, will bespdgoA in a similar fashion.

Local belief values will be merged using the method propaosdé1]. We use the
concatenatiorand aggregationoperators proposed in [13], and subsequently used by
[21], to merge the trust values in the graph. The concatemaiperator is used to merge
trust within the same referral chain. On the other hand, tigregation operator is
used to combine the trust values on the same topic that canedi erent sources
(agents). In our example, consider thes local belief towards its trusted neighbors
B, D and E are Mg, Mp and Mg, respectively. AgainB holds Mc, its local belief
structure concernin@, E holds Mg, its beliefs inF, andD holds Mg, its beliefs in
G. Here,Mg = Belg. This belief function has three parts: “Belief” B, “Disbelief”
in B. and “Uncertainty” abouB. SeparatelyBel(fTg = m(fTg, Belf: T9 = m(f: Tg
andBel(fT;: Tg = m(fT;: T, which are the summation of the probabilities of “Good
transactions”, “Bad transactions” and “Uncertainty”,pestively (as discussed above).
For simplicity and similarity, we will follow the notions esl in [21]. Let,

m(fTg = Pg
m(f: T9 = Np
m(fT;: Tg = Ug

Therefore, following [21], we construét's primary beliefs abou€ as follows:

Mac = Mg Mc
Pac=Ps Pc
Nac=Ps Nc

Uac=1 (Ps Pc) (Ps Nc)

Here, isthe concatenation operator, which is just Dempsterts fndm before. At this
point, we can say thak hasMac primary belief inC's claim fa; bg Mag andMag will
be constructed in a similar way. We menti8is “primary belief” in C becauseA still
has to assimilate all of the information he gets frGnandF to come up with his nal
belief.

Next, all these dialogues fro@, F andG will be put in an argumentation frame-
work, along withA's knowledge similar to the scenario described in Secti@n&«cept
that the pivotal point will be the “combined local belief” ihose claims. That mears
will consider the following in constructing the argumeigatframework:

Macfa; bg [ Macfig [ Marfp;ag [ Da
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Here,Da is A's knowledge about the domain. Following our earlier asstimnp high-
valued claims will be prioritized over low-valued claimshie defeating each other.
If there is a tie (same combined trust), then the scenariohichvthere is no prior
history (Section 3.2) will be followed again, and this timevidence” will be used as
the tie-breaker.

3.5 Discussion

This section highlights three issues that have not been spiy¢ addressed above, but
need to be considered when using argumentation to compuste These issues are: the
Fake Pro le problem, the Trust Transitivity problem, ane timcentive problem. Each
is discussed brie y, below.

The Fake Pro le problem is a major issue in reputation systems. Membership i
most social networking and business rating sites such g8,Yel example, is free. As
a result, there is very little to stop people creating manyedént pro les with which
they boost or downgrade the reputation of an entity. Thdeegeo les have a very bad
impact on cooperation or even initiation of a transactidmsimpacts how newcomers
will be treated [8]. In our model, every agent has to defesackdims with evidence. No
matter how many pro les that agent has received or how mayggeferrals were col-
lected, in the end, he needs to hold evidence. This requitesuppresses fake pro les
to a great extent. Moreover, as shown in [18], with enouglharges of arguments, it is
not possible for one agent to deceive another inde nitelyergually their knowledge
bases converge.

In belief systemsTrust Transitivityis another major issue. It is possible that what
the evaluator decides is most heavily in uenced by its waéses' beliefs. In this case,
making decisions that depend upon witnesses' local baigfsone to deception. There
are several proposals in the literature addressing trassitivity [3, 10, 14,19, 22]. In
our model, since contributing agents are invisible to eabkra(e.g., in Figure 3, F
andG are invisible to each other), a malicious agent does not gaynadvantage by
deceiving a trusted node, as he does not necessarily knovopguses his claim. This
leaves him with no choice but to deceive large numbers of taggossibly all of an
evaluator's trusted nodes! And, in the end, the deceiveegsiired to show evidence;
trust transitiveness does not help him much here.

There are cases when trusted agents exist but haveititgativeto contribute in-
formation to third-party transactions. To encourage thenpdrticipate, we propose
rewardValandpenaltyVa) respectively. The lattepenaltyV alwill decrease the agent's
rating and hence belief in him. Similarly, the formeswardVal will increase this rat-
ing. This will incentivize agents to contribute and will @ize malicious agents for
infusing unauthentic information. The risk threshold oé thgent can thus be com-
pared to thepenaltyValandrewardValto optimize decision making. If these values
are made public, then it is possible to guess an agent'sristate by analyzing these
values. Moreover, if an agent is willing to deceive and caard thepenaltyVal(i.e.,
penaltyVal < riskThreshold, then he may take the risk of deceiving the evaluator
agent. We will discuss these values more in our future work.

5 http7/www.yelp.com
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4 Summary and Future Work

In our model, we have addressed some problems in currehintiarsagement and rep-
utation systems by incorporatimyidencento an argumentation framework, and then
integrating it into multiple trust management scenaringuture work, our plan is to re-
ne the theory and focus more on risk analysis. In particula are considering adding
the concept ofitility to our trust management models in order to capture therdntial
importance of evidence to dérent agents. This might be used to perform a risk analysis
to judge the eects of making incorrect trust-based judgments. We alsmahto inves-
tigate foundations and formulations for assigning trugtsholds and choosing ratings
to measure BPA which will make our model more precise. Laterplan to implement

it in a more practical environment, such as a recommendatistem for online social
network applications.
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Abstract. In order to allow agents in a multi-agent systems to e ec-
tively communicate about trust, we propose to personalise the commu-
nication about trust. In previous work we described AdapTrust and an
argumentation framework; the former to adapt the trust model to the
needs of the receiving agent and the latter to formalise a language in
which to communicate. In this paper we propose a dialogue protocol for
this communication, formalising it as an extension of Prakken's dialogue
game for an information-seeking dialogue.

1 Introduction

Trust models for computational agents often center around the processing of ev-
idence from direct interactions with a target. Nevertheless, in su ciently large
multi-agent systems it is unfeasible for agents to have had previous direct inter-
actions with all targets they may need to interact with. It is thus essential that
they can communicate about their trust evaluations, in order to decide whether
or not a target is trustworthy. Trust, however, is a personal and subjective evalu-
ation of a target for the ful liment of a speci ¢ goal, and it is not straightforward

to communicate this.

So far, communication methods for trust have relied mainly on machine-
learning techniques to translate another agent's evaluation into the receiver's
own frame of reference [1,5,12]. All of these methods learn a translation based
on interactions that the recommendation-seeking agent shares with the recom-
mendation-supplier, and for this to succeed the agents must share a large number
of interactions. If this is not the case, the agents cannot learn an accurate trans-
lation and another method is required.

In previous work we proposed that the recommendation-supplier adapts, or
personalises its trust evaluation to the speci c needs of the recommendation-
seeker, rather than the seeker attempting to translate the unadapted recom-
mendation from the supplier [4]. We presented an argumentation framework for
communicating the beliefs that in uence the agent's trust evaluation and the
goal for which it evaluates the target. In this paper we propose a formal dia-
logue protocol for this argumentation. This dialogue protocol clearly de nes the
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moves an agent is allowed to make when communicating in order to personalise
communication about trust.

In Section 3 we present a dialogue protocol for the argumentation and person-
alisation of trust, but rst we brie y summarise our argumentation framework
and a prerequisite for it: a method for incorporating the trust model into an
intelligent agent. AdapTrust is an extension to the BDI-agent model that allows
an agent to adapt its trust model according to its beliefs and goals.

2 Preliminaries

Our method for enabling personalised communication about trust is based on
three capabilities an agent must have. Firstly, an agent must be able to adapt
its trust model in order to personalise its evaluations to the other agent's needs.
Secondly, an agent must be capable of communicating its criteria for evaluating
trust, as well as the underlying beliefs and goals leading to these criteria. Finally,
an agent must be willing and able to change its trust model, if it is persuaded
that its beliefs about the environment, and thus the criteria for calculating trust
are wrong.

We assume that agents are willing to adapt their model if they are convinced
it is inaccurate. For this adaptation to be possible, the trust model must be
incorporated into the cognitive reasoning process of the agent, and we propose
to use AdapTrust for this [6]. To communicate about how the trust model needs
adapting in order to personalise a trust recommendation we use an argumenta-
tion language [4] and the dialogue protocol that we present in this paper. We
start with a brief explanation of AdapTrust and the argumentation language.

2.1 AdapTrust

Computational trust models are, fundamentally, methods of aggregation: they
combine and merge data from several di erent sources into a single value, the
trustworthiness of a target. Moreover, this computation depends on thebeliefs
the evaluator has about the world, as well as thegoal it is trying to achieve.
Luckily most computational trust models come equipped with a way of imple-
menting this dependency: they have parameters that can be used to adjust the
behaviour of the trust model. The aim of AdapTrust is not to present another
trust model, but to incorporate existing trust models into an intelligent agent
[6]. AdapTrust works by changing the parameters of the trust model in accor-
dance with the beliefs an agent has about the environment and the goal the
agent wants to achieve, and for which it needs the trust evaluation.

Priority System  The parameters of a trust model describe the importance of
the di erent criteria for evaluating trustworthiness. However, it is more useful to
consider this the other way round: the relative importance between the di erent
criteria de ne a set of parameters for the trust model. These criteria are directly
under an intelligent agent's control, and thus an agent is able to adapt its trust
model. AdapTrust describes the speci ¢ techniques necessary to do this. The
rst of these is Lp., a language to describe the relative importance of any
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two criteria that in uence a parameter of the trust model. We use a subset of
rst-order logic, with a family of special predicates to de ne this importance
relation, also called a priority ordering. For each parameterp of the trust model,
the binary predicates |, and =, are de ned with the expected properties of
strict ordering and equality, respectively. The language uses a set of constants
to represent the criteria that in uence how the trust model should work. A
Priority System is de ned as a satis able theory in this language. For instance,
consider an eCommerce environment. If an agent uses a weight to calculate its
evaluation of a sale, and it nds the price of an item to be more important than
its delivery time, it can have the priority price , delivery_time in its Priority
System.

Priority Rules  The second technique of AdapTrust is to create the link be-
tween, on the one hand, an agent's beliefs and goals, and on the other hand,
the priority between the di erent criteria for evaluating trust. This link makes
explicit the adaptive process: a change in an agent's beliefs or goals e ects a
change in the priorities over the criteria, which in turn changes the parameters
of the trust model. The connection between the beliefs or goals and the priori-
ties is made through what we callpriority rules . The priority rules are speci ed
using another rst-order language, L ryes , With predicates gejier and  goal
specifying how a set of beliefs, or a goal, respectively, leads to a speci c priority
relation between two criteria. By using these rules, we see that when the belief
base changes the priorities can change. Additionally this is how the multifaceted
aspect of trust is emphasised: the goal the agent is trying to achieve in uences
the priority system and thus the trust model. For instance, in an eCommerce
example, an agent might need to buy an item urgently. It then has the goal
buy_urgent(item). For this goal, delivery time is more important than the price,
so it has the priority rule buy.urgent(item) goa (delivery_time , price).
This adapts its trust model to the requirements of the goal. The priority rules
are atomic predicates, rather than implications in L ryes , because standard rst-
order semantics for material implication should not hold. For instance, if the
agent does not havedelivery _time , price in its priority system, this does not
mean that the agent does not have the goabuy_urgent(item). There may just
be other, con icting priority rules that have precedence over this rule.

2.2 Argumentation Framework

Our argumentation framework extends Pinyol's framework for arguing about
trust [8], and is explained in more detail in [4]. In this section we summarise the
argumentation framework and language.

The rst requirement for arguing about trust is that the agents have a com-
mon language in which to describe their trust evaluations. We use thel gep
language, described by Pinyol et al. [9]. This is a rst-order language about
trust and reputation, de ned by a taxonomy of predicates used for describing
the process of computing trust. Some of the predicates describe what they refer
to as ground elements such as direct experiences and communications. We rep-
resent the ground elements as the seground(Lrep). Other predicates describe
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\higher" concepts, such as the outcome of a direct experience or the reputation
of a target. In Pinyol's argumentation framework, Lgep iS Su ciently expressive
for all the communication, but we need to extend the language we use. First,
however, we describe one thing our frameworks have in common: the interpre-
tation of a trust model as an inference relation.

Trust Models and Inference A key point of both Pinyol's argumentation
framework and our own is the focus on how to generate arguments. For this we
build on the representation of any computational process as the application of
a nite set of inference rules [3]. A trust model is a computational process and
can thus be represented by a set of inference rules. The process of calculating a
trust evaluation can be seen as the nite application of a number of inference
rules | on a set of inputs ground(L rep) to obtain the output 2 L gep.
We write | . The inference rules themselves depend on the speci cs of the
computational process and thus the actual trust model being used, but for any
computational trust model, such an inference relation exists. An example could
be to infer the trust evaluation from reputation as follows:

rep(T; X)

trust (T; X)

The main di erence between Pinyol's framework and our own, is that we
assume the trust model is integrated into the agent's cognitive process by using
AdapTrust, and it is therefore dependent on the agent's beliefs and goals: trust is
an evaluation of a target for a speci ¢ goal, given the evaluator's beliefs about the
environment. These beliefs and this goal in uence how the trust model computes
an evaluation and this must be represented as well in the inference rules. We
assume the agent's beliefs and goals are represented in logical languadas,
and Lgoa , as is the case in AdapTrust. For a set of beliefs L gg and a
goal 2L goa We have a set of inference rules © , and we write . to
represent that input ground(L rep) results in trust evaluation 2 L gep for
goal , given beliefs

The way these inference rules are a ected by the beliefs and goal is de ned
in AdapTrust: a set of beliefs and a goal cause certain priority rules to trigger,
which leads to a set of priorities. A set of priorities describes a legal set of values
for the parameters and in this way the trust model is adapted to the beliefs and
goals. Not all inference rules are a ected by the same priorities, because not all
inference rules use the same parameters. We thus see that for a set of beliefs
and a goal , we have that forany 21 : there is a (possibly empty) set of
parametersparams( ). The values for the parameters, in turn, are prescribed by
a set of priorities

Arguing about Trust To be able to communicate about the trust process
we must describe a formal language. We use the argumentation framework pre-
sented by Chesfevar and SimariLDS 5 [2], which provides an intuitive way
for representing the inference ruled in a communication languagel arg . L arg

is a labelled language for defeasible reasoning, but for simplicity we omit the
labels (for the full formalisation see [4]). We interpret it as a non-monotonic
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propositional language, in which we allow the connective$ as conjunction, and
I as non-monotonic implication with semantics as in logic programming (for
the formal semantics, see [2]). The language has three deduction rules, which
are:

Intro-BDU:

forany 2Lkgr

; Tyevey n
Intro-AND: —=- 1

n
A A | . A A

Elim-IMP;: % n' 1 n

These deduction rules are used to deduce the conclusion of an argument
from the argumentative theory, which is a set of basic sentences i ag that
are calledbasic declarative units(bdus). These bdus are ground sentences in an
underlying language for knowledge representatiorL kg . In Pinyol's framework
that was L rep, but we will extend this.

Let the agent have beliefs and goal for which a trust model infers trust

evaluation frominput .We write . using inference ruled * . Let 2
| *  be aninference rule such that 1;:::; ° ,with 1;::5; n; 2 Lgep,
and the values of the\parametersparams( ) are prescribed by the priorities . ;
thenweaddabdu( , = )! (1~ "~ ! )in Layg.We do this for
all 21

Furthermore we add a bdu for each priority rule: if Belief is a priority
rule, then ! is a bdu. The same for any goal ° goa , we have %! 2

Lag - We also add all °2 , all the agent's beliefs 2  and the agent's goal

as bdus. This means that the knowledge representation languagexr that
underlies L o,y must be extended too. We haveLkr = Lrep [L pL [L Rules [
I-Bel [L Goal -

The set of bdus generated in this manner gives a way for an agent to justify
its trust evaluation in L g . While the above description seems to imply that
an agent starts from the ground elements inLrep, its beliefs and its goals, to
generate bdus inLayq , in actual fact the reverse is true. An agent uses its
trust model, in uenced by its beliefs and goal, to calculate a trust evaluation.

It then traces this process back and encodes its calculation process, and the
inputs it used, as bdus inL s . Because sentences i aq are communicable
between agents, any agent can follow another's reasoning and deduce the trust
evaluation from the inputs without knowing any of the details of the other agent's
trust model. By following this deduction process an agent can also reason about
whether it agrees, or disagrees, with the other agent and why. We note the main
reasons agents may disagree about the trust model;

{ The agents disagree about (some of) the ground elements L grep that are
introduced into L ag as bdus. This was dealt with in Pinyol's argumentation
framework and we do not go into detail about that [8]. In general we will as-
sume that if agents disagree about the ground elements, then communication
fails, but it should not happen often. In general the recommendation-seeking
agent is asking for advice about a target that it has no, or little, knowledge
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of, and it can accept that the recommendation-supplier has had a number
of direct experiences with the target.

{ The agents disagree about (some of) the beliefs L gg that are introduced
as bdus. In this case the agents can enter a persuasion dialogue to try to
reach an agreement about beliefs.

{ The agents have di erent goals. The recommendation-seeking agent should
make it clear from the start that the recommendation is needed for a speci ¢
goal, and the recommendation-supplier should use this goal in its trust com-
putation. If this does not happen, the recommendation-seeker should reject
the recommendation.

{ The agents disagree about a set of priorities that beliefs and goal lead
to. In this case, the agents have di erent priority rules in AdapTrust. They
can communicate these priority rules between each other and adapt their

trust model.
{ Despite having the same priorities, the agents disagree on the evaluation
that can be inferred from a set sentences 1;:::; 2 Lrep. In this case the

agents' computational process is too di erent to be able to adapt: they agree
on all the premises, but not on the conclusion. The recommendation-seeker
should reject the recommendation from that supplier and try to communicate
with a di erent agent.

In the next section we present a formal dialogue protocol in which two agents
can argue about a trust evaluation and nd places that they disagree. It then
allows them to deal with this disagreement in the way we described above.

3 Dialogue Protocol for Personalising Trust

The argumentation in the previous section can be used by an individual agent to
justify its trust evaluation in a language that the other agents understand. We
now specify a protocol that allows agents to argue back and forth in order for
the requesting agent to receive a personalised trust recommendation from the
witness. We illustrate this protocol with an example, and start with explaining
this example.

3.1 An example of argumentation

An argument for a trust evaluation can be represented in a tree. We call this an
argumentation tree and give an example of one in Figure 1. The argumentation
tree can be followed by applying the deduction rules ofL o¢ at each level. In
order to be succinct, we use shorthand in the tree by referring to nodes, rather
than repeating the content of a node. For instance, in nodeR; we can expand
E, N E3 ! Ej to its meaning: img(Jim; 5) ~ rep(Jim; 1) ! trust (Jim; 5),
whereimg and rep are predicate symbols inL rep, and are short for the agent's
image, and reputation of the target. An argumentation tree, such as this one, is
used in a dialogue to communicate personalised trust evaluations.

We do not explore all the paths in the tree and leave the node€, and E3
unexplored, because their unfolding results in a similar structure to the unfolding
of the root (E;).
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Fig. 1. An example of an argument. The rectangular nodes are bdus.

3.2 A formal dialogue protocol

We can now de ne a formal dialogue system for communication about person-
alised trust recommendations in which the argumentation can be communicated.
The system we need is, for a large part, an information-seeking dialogue system,
according to the classi cation by Walton and Krabbe [13]. It thus stands to
reason that we use a protocol similar to the one presented by Parsons et al. [7].
However, while our dialogue is for a large part information-seeking, it also in-
corporates some aspects of persuasion dialogues. We thus present the formal
system in a similar structure to the dialogue system presented by Prakken [10]
for persuasion dialogues, in order to allow for some locutions in addition to the
\question”, \assert" and \challenge" locutions proposed by Parsons et al.

De nition 1 (Dialogue System for Personalised Trust (adapted from
Prakken's De nition 3 [10])). A dialogue systemfor personalised trust is
a tuple D = hLc;P;CRi where L¢ (the communication language) is a set of
locutions, P is a protocol for Lc, and CR is a set of e ect rules of locutions
in L¢, specifying the e ects of the locutions on the participants' commitments.

The three parts are described below, but rst we must de ne some of the
basic elements of a dialogue. The rst of these is the set of participants them-
selves. These participants of the dialogue are the recommendation-seeker and
recommendation-supplier, and we denote them withQ and R, respectively. Both
of these agents have acommitment store, a set of sentences irL ¢ that they
have committed themselves to [13]. Commitment is a complicated concept, but
we use it in a very speci c way: an agent's commitment store contains beliefs it
has voiced during the dialogue and iscommitted to justify and defend. Because
the dialogue is essentially an information-seeking dialogue, the recommendation-
supplying agent R will mainly be the one committing itself to sentences in the
dialogue. As the dialogue progresses, the recommendation-supplier will justify,
in increasing detail, why the initially communicated trust evaluation holds. Ev-
ery justi cation of this kind adds to the recommendation-supplier's commitment
store. The agents' commitment stores are denotedCq and Cr for agentsQ and
R, respectively. Initially both agents' commitment stores are empty.
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With these concepts in place we can move on to the de nition of the locutions
and protocol of a dialogue system. We start with the locutions.

De nition 2 (Locutions for Personalised trust). The locutions allowed
in the dialogue for personalised trust are specied byLc and include the basic
locutions for information-seeking, speci ed by Parsons et al. [7]. The locutions
are explained in Table 1.

Some of the locutions have an e ect on an agent's commitment store. We
usually denote the agent (eitheiQ or R) that is sending a message, also called
making a move, withs and the other agent withs. We take C2 to be the new
commitment store of agents after sending the locution, andCs is the old commit-
ment store prior to sending. The way the commitment store is updated for each
locution is detailed in Table 2, which thus de nes the rulesCR of the dialogue.

Locution Use

request _recommendation (t; ) The initial request for a recommendation,
with t 2 Agents and the goal that Q
wants the recommendation for.

assert (p) Assert that p is true, where p2 L arg -

justify (p, S) Assert that S L aqg Iis the (direct) sup-
port for pin Larg -

challenge (p) Challenge a sentencep 2 L ag in the other

agent's commitment store. An agent may
challenge a sentencep if it wants the other

agent to justify p.

counter ( R, Q) Propose an alternative priority ¢ to pri-
ority r with o; r 2 LpL. Note that
this switches roles: counter is similar in
use to assert, so the agent Q, that has
thus far only been challenging assertions,
now proposes its own priority, that R can
now challenge.

argue () Propose to enter into a separate persuasior
dialogue about beliefs L gel . The de-
tails of this dialogue are outside the scope
of this paper, but we propose to use the di-
alogue system proposed by Prakken [11].

end Indicate that the dialogue has concluded.

Table 1. Locutions in L¢, the communication language for personalised trust recom-
mendation dialogues

The locutions request _recommendation , assert and challenge corre-
spond directly to \question", \assert" and \challenge" in Parsons et al.'s system.
Moreover, justify also corresponds to \assert" in Parsons et al.'s framework,
but because they do not allow agents to backtrack, the sentence being justi-
ed is always immediately clear from the previous dialogue steps. The locutions
counter andargue are not present in regular information-seeking dialogues. We
add these so that agents can propose alternative priority systems for AdapTrust
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Locution E ect on commitment store
request _recommendation (t; )|Cq = ;,Cr = ;
assert (p) Cl=Cs[f pg
justify (p, S) Cd=GCs[ S
challenge (p) cl=Cs
counter ( 1, 2) Ci=GCs[f g
argue () ci=Cs
end CcI=C;
Table 2. The e ect of the various locutions in L on the sender's commitment store

or attempt to persuade each other about their beliefs | thereby facilitating the
adaptation of the agents' trust models.

If we look at the argumentation tree of Figure 1, then we see that, rst
of all, the recommendation-seeking agent must communicate its request, using
request _recommendation (Jim; ) with the goal for which it wants to know
whether Jim is trustworthy or not.

The recommendation-supplier answers withassert (trust (Jim; 5)), which adds
the atomic sentencetrust (Jim; 5) to its commitment store: Cg = ftrust (Jim; 5)g
and Cq = ;. The seeker can now choose a next action, but there is only one action
that makes senserchallenge (trust (Jim; 5)), resulting in the recommendation-
supplier answering justify (trust (Jim; 5);fE,;E3;R10). The sentences it uses
as justi cation are also added to its commitment store, so we have:Cr =
fE1;E2; E3; R1g Now the recommendation-seeker really does have a choice in
its next move in the dialogue. We de ne movesand legal movesin the dialogue
next. Not all locutions can be uttered at any moment, there are rules to the
dialogue. These are de ned by the protocolP in terms of the moves allowed.

De nition 3 (Moves and dialogues (adapted from Prakken's De ni-
tion 5 [10])). The setM of movesin a dialogue is dened asN f R;Qg L ¢,
where the three elements of a moven are denoted by, respectively:

{ id(m), the numerical identi er of the move
{ player(m), the agent performing in the move
{ speect{m), the speech act performed in the move

The set of dialogues denoted byM ' | is the set of all sequencesny;::: from
M, such that eachi™ element in the sequence has identi eii and for anyi> 1,
player(m;) 6 player(m; 1)3. The set of nite dialogues is denoted by <1 .

where dy denotes the empty dialogue. When is a dialogue andm a move, then
d; m denotes the continuation ofd with m.

A protocol P on a set of movedM is asetP M <! satisfying the condition
that wheneverd 2 P, so are all initial sequences ofl. We de ne a partial function
Pr:M<! 1 2V for personalised trust dialogues, that allows us to derive
the protocol P. Prakken de nes this in the opposite manner: with the protocol
de ning the function [10]. In practice, however, it is easier to de ne the function
than all possible sequences of legal moves.

3 Note that this is a speci ¢ implementation of the turn-taking function in Prakken's
dialogue system [10].

63



Locution

Precondition. d is the dialogue so far ands the player

request _recommen-
dation (t; )

A recommendation-seeker may only request a recomment
dation in the rst move, t must be a target and a goal.
Formally: d= do, t 2 Agents and 2 L goal

assert (p)

A recommendation-supplier may only assert a trust evalu-
ation in the second move, and the goal and target of the
recommended trust evaluation must be equal to the goal
and target for which it was requested. Formally: d = mq,
player(mi) = S, p 2 L rep, target(p) = t and goal(p) =
with  and t the goal and target in speecim3), and func-
tions goal and target return the goal and target for which
an evaluation is made.

justify (p, S)

A sentence p can be justied, if it is in the current

player's commitment store and the other player challenged
it in a previous move. Formally: let d = d 1;m; and
S = player(m;), then there is a move m in d, such that
player(m) = 3 and speechim) = challenge (p). Further-
morep2 Cs, S "ag pand S6 Cs.

challenge (p)

A sentence p can be challenged, if it is in the other
player's commitment store and the current player has not
previously challenged it. Formally: let d = d 1;m; and
S = player(m;), then there is no move m in d such that
player(m) = s and speec{m) = challenge (p). Further-
more p 2 Cs.

counter ( 1, 2)

A priority 1 can be countered by priority », if it is in

the other player's commitment store and , is not yet in

the current player's commitment store. Formally: let d =
di 1;m; and s = player(m;), then 1 2 Cs, 2 62Cs and
1;, 22LpL.

argue ()

The current player may propose to argue about belief  if

is in the other player's commitment store and the player
has not previously proposed to argue about . Formally: let
d= d i1;m; and s = player(m;), then there is no move m
in d such that speec{m) = argue ( ). Furthermore 2 Cs
and 2L ge .

end

A player may always choose to end the dialogue after the
rst move. Formally: d 6 do

Table 3. The preconditions, in terms of the dialogue, for the various locutions in Lc¢
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De nition 4 (Protocol function for Dialogues for Recommending Trust).

Pr:M<! I 2™ denes the set of legal moves in a dialogue, and thus by in-
duction de nes the protocol P of a dialogue. We do this, by rst de ning the
preconditions for each of the possible speech acts. These are listed in Table 3. We
de ne the function pre that, given a speech act, a player and a dialogue, returns
whether the preconditions are true or false. This allows us to de ne a function
that returns all legal moves, given the dialogue so far:

{ Pr(do) = f(1;Q; request _recommendation (t; ;r ))g
{ Pr(d;m;)= f(i+1;s;lm)j s= player(m;) » Im 2L¢c * pre(lm;s;d; mj)g

If the persuasion dialogue about argumentation is guaranteed to terminate,
then the dialogue for recommending trust is guaranteed to terminate. The proof
of this is trivial, given that L contains a nite number of elements and the
protocol guarantees no steps are repeated. It depends, however, on the agents'
choices of the legal moves how fast it reaches a desirable outcome. Such a de-
sirable outcome is furthermore dependent on the agents actually adapting their
trust models when necessary. This is not treated in the actual dialogue: if either
agent receives a trust priority rule as the justi cation for a priority, it may choose
to add this to its own rule base. This is a choice made outside of the dialogue,
and if this happens then the argumentative theories change. This means the logic
for the current dialogue no longer represents the agents' stances, and therefore
the agent should choose to end the current dialogue. The seeker should restart
with a new request for recommendations. We describe the choices an agent can
make in more detail in [4].

4 Discussion and Conclusions

The protocol we propose is specially designed for a dialogue with the aim to
personalise a trust recommendation. It therefore includes the locutions to counter
a priority with another one, and propose to argue about beliefs that underly a
trust evaluation. These two locutions are the main points of di erence between
the dialogue we propose and a standard information-seeking dialogue, such as
presented by Prakken [10]. Moreover, we have taken special care to allow agents
to choose what information they disclose.

First, at any point in the dialogue, the agent may choose to end the dialogue.
Unfortunately, this also means that we can give no formal guarantees about
whether a dialogue ends in success or not; an agent may always choose not to
disclose an important piece of information for the adaptation process.

Secondly, the dialogue moves through an argument step-by-step. If a sentence
in the agent's commitment store is challenged, the agent only justi es it with
the direct reason for believing the sentence: only one node of the argument tree
is unfolded at a time, and the agent may choose to end the dialogue, rather than
disclose the information at any point. These three properties of our dialogue
make it quite di erent from Pinyol's dialogue protocol [8], which is, insofar as
we know, the only other dialogue protocol speci cally designed for communi-
cating about trust. Pinyol's dialogue protocol is more reminiscent of one for a
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persuasion dialogue, because each move communicates an entire argumentation
tree and the only legal move is to counter some part of that tree. The dialogue
only ends when an agent can no longer attack the other's arguments, at which
point the recommendation-seeker decides whether or not to accept the trust
recommendation or not.

The dialogue protocol presented in this paper thus improves on the state of
the art in two ways: rst, it extends existing dialogue protocols speci cally to
allow for the adaptation of trust models and the communication of personalised
trust recommendations; and second, it allows agents a more ne-grained control
over how much information they communicate than the only other argumenta-
tion protocol for trust that we know about.
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Abstract.  In an e-marketplace populated with a large number of sell-
ers, some of which may be dishonest, the selection of good skirs to do
business with is crucial but challenging especially when buyers do not
have much experience with these sellers. In this paper we introduce the
SALE POMDP, a framework for the seller selection problem that allows
the decision maker to reason both about the quality of the sellers, as
well as the trustworthiness of the advisors. In particular, t he framework
allows the agent to ask advisors about the trustworthiness of other ad-
visors while still o ering the bene t of optimally trading o information

gathering and exploitation of knowledge as a orded by a POMDP ba sed
approach. Via this model, we present a preliminary investig ation on the

bene t of reasoning about trustworthiness of advisors. We al so demon-
strate how this enables incorporation of trust propagation as an integral
part of the decision making process.

Keywords: Seller Selection, E-Marketplace, POMDPs.

1 Introduction

We consider the “seller selection' problem in e-marketplags, where an agent, the
buyer, is assigned with the task of purchasing a particular item aml needs to
decide from which of the agents that o er the item it should order. In order to
make this decision, the buyer maintains a belief over the qulity levels of the
various sellers. Also it can ask peers about their beliefs iorder to improve its
estimate of the quality levels. Only when the buyer is su ciently sure that it
has identi ed a seller with su cient quality, should it go ah ead and order the
item (so the problem includes the decision ofvhether to place an order).

There have been a number of approaches to maintaining Bayemn beliefs
over the quality levels of sellers, by integrating the buyels own beliefs as well
as the beliefs of other buyers édvisors) [12, 13]. These approaches tend to focus
only on obtaining an accurate estimate of seller quality, bu fail to reason about
when it is necessary to query advisors in order to make optimiadecisions.

An approach was suggested to perform full Bayesian decisiomaking by cast-
ing the seller selection problem as gartially observable Markov decision process
(POMDP) , named Advisor POMDP [6]. POMDPs provide a generic framework
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for optimal decision making for an agent in a stochastic and prtially observable
environment [5]. The advantages of a POMDP approach are as flows: 1) rather
than trying to achieve the most accurate estimate of sellersthe approach tries to
select good sellers and does that optimally; reasoning abosellers is a means,
not an end, and 2) a POMDP approach explicitly reasons about mformation
gaining actions in partially observable environments, whch allows the agent to
optimally trade o the cost of obtaining and bene t of more in formation.

However, the Advisor POMDP framework assumes that all advi®rs are
equally trustworthy. Following other approaches [12,13],we acknowledge that
it is important to model the trustworthiness of advisors; modeling the trustwor-
thiness of advisors has a big impact on the optimal policy. Wealso believe that
by allowing the buyer to query about (other) advisors we can htegrate trust
propagation into the decision making process, and thus impove the approach.

We introduce a new model called thgS)eller & (A)dvisor se(LE)ction POMDP
(SALE POMDP) , which implements these ideas by explicitly incorporating a
model of the advisors' trustworthiness in the state descripion. By asking advi-
sors about both sellers and other advisors, a SALE POMDP-ag#& can improve
its belief and subsequently take an informed decision on whbker to place an
order and if so from which seller. In this paper, we demonstrge how this belief
revision process works, show that taking into account trustof the advisors is
important in the seller selection problem and that, under cetain circumstances,
allowing the agent to ask advisors about other advisors allas it to realize a
higher expected utility for its owner.

2 Background

2.1 Reputation Systems

Some sellers in e-marketplaces may be dishonest and not dedir products with
the quality levels as they promised or declared. Thus, selteselection in such
uncertain environments is important. Reputation systems have been introduced
to address this issue and are particularly useful when buyer do not have much
direct experience with sellers [4]. Among them, Bayesian ggroaches [12, 13] have
drawn large attention. For example, Teacy et al. [12] proposd the TRAVOS
model, which is a trust and reputation model based on the betaprobability
density function, and integrates a buyer's own beliefs abousellers as well as the
beliefs of advisors. However, these approaches do not prald optimal decision
making for the buyer on whether and from which seller to placean order, which
is exactly what our approach tries to o er.

Those Bayesian approaches also suggest to model the trustwthiness of ad-
visors as some advisors may lie about their experience withelers. For example,
[10] proposes to learn about the advisors by trying to estimge the properties of
sellers and using those to estimate the advisor's advice gin those properties.
This is on a somewhat di erent time-scale than our approach.In particular, in
order to learn about an advisor, the agent should rst have mayy interactions
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with a seller (to be certain enough about the sellers propeies) at that point,

the agent can learn what type of advice the advisor gives foruch seller proper-
ties. This means, however, that in order to learn about a singg advisor multiple
transactions of both our agent and the advisor with the same sller are required.
In contrast, we hope to be able to learn about advisors by askig other advisors,
thereby avoiding the need to engage in costly transactions.

2.2 The Advisor POMDP

Regan et al. [6] introduced the Advisor POMDP, an approach fa dealing with the
seller section problem based on the POMDP framework. Formdy, an Advisor
POMDP consists of the following elements:

{ There arel advisors that can be queried about the reputation of allJ sellers.

{ S|a set of possible states of the environment. A state s = hg; sati, where
g 2 [0;1] is a vector indicating the quality g of each seller andsat 2
f 1;0;+1g indicates whether the result of a purchase is satisfactory €1),
unsatisfactory (1) or whether no purchase took place yet (0).

{ Ala setof actions. There is one action ask; for each advisori, and onebuy,
action for each sellerj .

{ TJa transition function that speci es Pr( sYs;a), the probability of trans-
fering to a state s® given that action a was taken in states. For ask; actions,
the state does not change. Fobuy; action a states = hg; 0i changes stochas-
tically to s°= hg; 1i or s= hg;+1i with probabilities depending on g .

{ R|a reward function specifying R(s;a;s". For ask actions, a small cost is
paid independent of the state. For transitions to a satis ed state (i.e., from
sat = 0 to sat = +1) a reward is received, while transitions to an unsatis ed
state yield a large penalty. Once the state changed to satised or unsatis ed,
no further rewards are given.

{ |a set of observations o. In the advisor POMDP, the advisors respond
with a tuple o= hrep;; cf; if:l that expresses the knowledge of that advisor
about all sellers. Hererep; is the reputation according to the advisor and
cf; is a measure of how certain the advisor is.

{ Olthe observation function that species Pr( 0ja;s). Since the semantics
of the certainty factors are not formalized, there is some feedom in its
speci cation.

{ B|the initial state distribution.

{ h|the horizon of the problem. That is the number of time steps, orstages
for which we want to plan. We will assume that h is in nite in this paper.

When the agent interacts with the environment, it can maintain a so-calledbelief

b, i.e., a probability distribution over states via Bayes' rule. That is, when b(s)

speci es the probability of s (for all s), we can derivel® an updated belief after

taking some actiona and receiving an observationo. Assuming discrete sets of

states and observations (as we will do in the remainder of the@aper), this update

can be written as follows:

(Y = Pr(s‘l,_ojb;a) - :

Pr(ojb;a  Pr(ojb;a)

X
Pr(gja;s®)  Pr(sYs;a)h(s): (1)

S
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Here, Pr(ojb; @ is a normalization factor.

These beliefs are the basis for decision making: a policy maps beliefs to
actions (b) = a. The goal of solving the POMDP is to nd an optimal policy
that maximizes the expected discounted cumulative rewardalso calledvalue:

hig 1 [
V()=E ‘R(sia;s)j ;b ; 2
t=0
with O < 1 the discount factor.
Finding an optimal policy s intractable in general (PSPACE complete [8]),
however, in recent years substantial advances have been maéh the approximate
solution of POMDPs (e.g., [7,11]).

3 Reasoning about which Advisors to Trust

The Advisor POMDP presents a coherent and principled framewerk to making
decisions in the seller selection problem. However, therera some limitations to
this model, as we now discuss.

A severe limitation is that the Advisor POMDP puts equal trus t in all the
advisors? In a real system it is absolutely not a priori clear that all advisors can
be trusted and we hypothesize that this may have a big impact a how one should
act (i.e., what the optimal policy is). In fact, there is a large eld of research
on trust propagation that deals with the question of how one $ould adapt the
trust in peers [3, 2]. A disadvantage of current approacheshowever, is that they
deal with the problem of most accurately estimating the trust levels, rather
than integrating this type of reasoning with the decision process of selecting
a seller. As a result, it is not clear how one would actually ogimally apply
such approaches in the context of seller selection. Here weytto overcome this
problem by presenting a new model that incorporates these idas from trust
propagation within a POMDP formulation.

Also, in the Advisor POMDP, each advisor gives its ratings alout all the
sellers. However, instead of estimating the quality of all sllers, the only goal
should be to select the seller with high quality. As such, theobservation in
the advisor POMDP may contain a lot of unnecessary informaton, leading to
unnecessary communication. Therefore we will consider anpgroach in which
our agent has to indicate about which seller (or other adviso) it wants to ask.

These ideas lead us to the formulation of a new model called #(S)eller
& (A)dvisor se(LE)ction POMDP (SALE POMDP) , which we will formally
introduce in the next section. Section 3.2 will present an eample instantiation
of the framework that we use in our experimental evaluation.

4 By using a di erent observation function it would be possibl e to have observations

from di erent advisors result in di erent beliefs, thereby m odeling di erent levels of
trust. These levels, however, would be assumed known to the agnt.
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3.1 The SALE POMDP Model

Like the Advisor POMDP, the SALE POMDP is a sub-class of POMDP prob-
lems. On the one hand the SALE POMDP is more complex than the Adisor
POMDP: we assume that the advisors also have a quality, ottrustworthiness,
and that this is part of the state space. Moreover we introdu@ extra actions
as we allow the agent to ask about the quality of other advisos. On the other
hand, we make the simplifying assumption of having discretesets of quality
levels, which allows us to use standard POMDP solvers.

Since the SALE POMDP is a POMDP, it can be described in terms ofstates,
actions, observations and rewards.

States. Like in the Advisor POMDP, a state contains the quality levels of all
sellers, however, it also contains the quality, ortrustworthiness, of each advisor.
Let Q be the discrete set of seller quality levels andJ be the set of advisor
quality levels. Then, a state is a tuples = hg; u; sati, whereq 2 Q7 is a vector
indicating the quality of each seller,u 2 U' a vector indicating the quality of

each advisor, andsat 2 f 1;0;+1g as before. We also writeq for the j-th

element of g and u; for the i-th element of u. After a buy action is taken, the

decision process ends. This is modeled using sets tefminal states. That is, a

terminal state is a state wheresat = +1 or sat= 1. We will think of these sets
of states as single states calledatis ed and unsatis ed.

Actions. The model knows the following types of actions:

{ seller_query; | ask advisor i about sellerj,

{ advisor_query; o | ask advisor i about advisor i°,
{ buy | buy from seller j.

{ do.not_buy | decide not to buy from any seller.

Transitions. As in the Advisor POMDP, we assume that when taking a query
action, the state does not change:

8  Pr(sYs;seller_queryj )= s (3)

8iio Pr(sYs;advisor_queryio) = sso; 4)

where o is the Kronecker delta that is 1 if and only if s = s°.

When taking a buy; action, the state will always transition to a terminal
state. The transition probabilities to terminal states give a de nition of the
quality levels. In general, chances of transitioning to “sts ed' should be higher
when buying from higher quality sellersj .

Together, the speci cations of these transitions imply the assumption that
quality and trust-levels are stationary for the duration of the decision process.

Rewards. The SALE POMDP speci es the following rewards: A small cost as-
sociated with ask actionsR(s; seller_query; ) = R(s; advisor_query;o) = Rask, &
reward associated with a good purchas®(s; buy :s9= hg;u;sat = +11i) = Rey,
and a penalty associated with dissatisfactionR(s; buy ;s°= hg;u;sat = 1i) =
Runsat - There is a penalty associated with taking thedo_not_buy action when in
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fact there is a seller of high enough quality (we use Rsg: ), otherwise the reward
for this action is O.

Observations. When a query action is performed the agent will receive an ob-
servation from the set of discriminated quality levels. That is, after a seller_query;
action, the agent receives an observatioro 2 Q corresponding to the quality of
sellerj, while after an advisor_query; o the agent will get an observationo2 U
corresponding to the quality of the advisori® When the agent transitions to a
terminal state, it receives the observation "ended'. As sut O = Q[U[f ended.

As in the Advisor POMDP, there is no a priori correct way to specify the
observation probabilities. In fact, the probabilities picked for the observation
function de ne the meaning of di erent trust levels. In general, the idea is that
trustworthy advisors will give more accurate and consisteh answers than un-
trustworthy ones.

Initial State Distribution. The initial state distribution is dependent on the
subjective beliefs of the agent (or its owner) when the needof purchasing an
item arises. In the case that nothing is known, it makes senséo start with a
uniform belief over the quality levels, but a dierent initi al belief could have
resulted from previous interactions.

That is, once the buy action is taken, the resulting belief ca be used as the
basis for an initial belief for a new seller selection instatiation. There are two
sources of previous experience: 1) Previous seller selegtitasks: the modi ed
belief state resulting from advice in a previous problem carnbe retained, and
2) Actual experiences with sellers: even though in the decisn making task we
model a transition to a terminal state with a deterministic ended observation,
the actual order will result in the owner of the agent being sdis ed or not and
this information can be used to update the nal belief of the agent's previous
seller selection task giving a new initial belief for a new tak.>

3.2 Example

Suppose that there areJ = 2 sellers for the item in concern, each of which can
have jQj = 2 quality levels. In this example we useQ = fL;H g for L (ow) and
H (igh) quality. Then we have 2’ = 4 possible “quality states' g:

g2fhL;Li;h;Hi;H;Li;H;Hig: (5)

Also suppose that there arel = 3 advisors, each of which isT (rustworty) or
U(ntrustworty). That is U = fT;Ug. This leads to 2 “trust states' u:

u2fhT;T;Ti;hT;T;VUi;:::;hJ; U; Uig: (6)

As such, an example of a fully speci ed state iss= hh;H i;hT; U; Ui;0i.
The transition function for the query actions is speci ed as explained: the un-
derlying state does not change. There is some freedom in spBang the transition

5 In fact this can be an important mechanism to deal with advisor s that are consistent
but deceptive and settings in which the majority of advisors i s untrustworthy.
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ui ¢ good bad Ui ujo good bad
TH 09 01 TT 09 01
TL 01 09 TU 01 09
UH 05 05 UT 05 05
UuL 05 05 Uuu 05 05

(a) Pr( ojseller _query; ; g ;u;) for the pos- (b) Pr( ojadvisor _query; o; u;; ujo) for the
sible observations “good' and “bad'. possible observations ‘good’ and “bad'.
Table 1: Observation probabilities.

probabilities for reaching satis ed and unsatis ed, since this encodes the de ni-
tion of the quality levels. In this example, buying from a high quality seller will

lead to satis ed with 80% probability: Pr( sat = 1jhsat=0;¢ = Li;buy) =

0:8: Similarly, we will assume that a low quality seller will lead to unsatis ed

with probability O :8.

In our example, we label the two possible observations "good.e., the advi-
sor says that the seller/other advisor is high quality) and bad' (the seller/other
advisor is said to be low quality). As mentioned above, the okervation probabil-
ities when transferring to a terminal state are xed: the agent will observe ended
with probability 1. The observation probabilities for the seller_query; action
(ask advisori about sellerj) should be such that asking a trustworthy advisor i
gives more accurate observations. One possible way to spBcthese probabilities
is shown in Table 1la. Similarly, Table 1b shows example obseation probabilities
for the advisor_query; o action.

4 Experiments

In this section we report upon a rst empirical investigatio n of the SALE POMDP
model. In particular, we demonstrate how the belief update () leads to corre-
lation of particular states which forms the basis of improval decision making.
We also show that in our example setting it is important to explicitly take into
account the advisor's trustworthiness and that asking advsors about other ad-
visors can be bene cial in certain settings.

In order to perform the empirical evaluation we utilize SARSOP [7], a state-
of-the-art POMDP solver, which reads in problems in a standadized POMDP
description format. SARSOP does not exploit the factored stucture of our prob-
lem, therefore, in specifying our models, we substituted &lthe terminals by two
separate statessatisfied , unsatisfied , reducing the number of states. Further-
more, the models we used speci ed two quality and trust leved as in the example
of Section 3.2. Also, unless noted otherwise, the transitio and observation mod-
els used the same parameters as described in that section. =the rewards,
we usedRask = 1;Rsat = 50;Rynsat = 100. Also, we penalized taking the
do_not_buy action from states where there was a high quality seller with 50.
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4.1 lllustration of Belief Update: Correlation between Sta tes

Here we provide some intuition behind the SALE POMDP model byillustrating
the process of belief updating. The basic idea is that the b&f updates should
correlate the state factors in meaningful ways. For instane, observinggoodafter
seller_query; should give more weights to states where the seller is high @ity
g = H and the advisor is trustworthy u; = T, and less weights to states where
the seller is low quality g = L and the advisor is trustworthy u; = U. This
is clearly demonstrated in a number of transitions in Figure 1b, which shows
the policy found for a one seller § = 1) one advisor (I = 1) SALE POMDP.
Similarly, observing T; after advisor_query;o should put more weight on states
whereujo = T and u; = T, and decrease weight on states whergjo = U and
ui=T.

4.2 The Impact of Taking into Account Trust

Here we compare (a simpli ed version of) the Advisor POMDP with one seller
(J =1) and one advisor (I =1) to the SALE POMDP model. For both models
we use the same discretization of quality levels@ = fL;H g), so the only dif-
ference is that the SALE POMDP includes the trustworthiness of the advisor
as a state variable and that the observations are dependentrothis factor. The
observation model is as shown in Table 1.

Figure 1 shows the policies found for the two models. It cledy shows that the
policies are qualitatively di erent. In particular, while in the Advisor POMDP
it is possible to return to the initial belief after observing an equal number of
‘good' and “bad' observations. In contrast, in the SALE POMDRP this leads to
a belief where the advisor is thought to be untrustworthy. As such, the agent is
able to reason about the trustworthiness of the advisor by reeated interactions.

Since, the Advisor POMDP corresponds to the setting in whichthere is a
single trustworthy advisor, it achieves higher value (meanvalue of 1000 evalu-
tions is 5:36) than the SALE POMDP ( 8:56). However, the policy found for
the Advisor POMDP with only one untrustworthy advisor (i.e. , with “advice ac-
curacy' 0.5) is much lower ( 19:88). Interestingly, the mean of 536 and 19:88
( 7:26) corresponds to the setting where when an advisor type ishosen with
50% probability and then revealed to the agent. We see that te SALE POMDP
achieves value fairly close to this “oracle' upper bound.

4.3 Multiple Advisors: Trust Propagation

We also hypothesize that allowing the agent to query advisas about other ad-
visors, thereby integrating a form of trust propagation in the seller selection
decision procedure, can allow for further improvements. Inorder to test this

hypothesis, we consider the SALE POMDP framework with threeadvisors and
compare it to a baseline model: the same SALE POMDP model but whout

the advisor_gueryj; o actions, which we will call the NOoAQ model. The top row
of Table 2 lists the results of this comparison. In contrast © our expectation,
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